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Abstract

A current trend in research on multi-agent control systems is to consider high-level task specifications that go beyond
traditional control objectives and take into account the heterogeneity of each agent in the system, i.e., the different
capabilities of the agents in terms of actuation, sensing, communication and computation. This article provides an
overview of our work on the problem of control of heterogeneous multi-agent systems under both spatial and temporal
constraints as well as our perspective on the challenges and open problems associated with the consideration of such
spatiotemporal constraints. Initially, we review a set of control strategies introduced by the authors addressing the
satisfaction of cooperative tasks such as formation control as well as individual objectives such as reference tracking. The
satisfaction of those objectives is ensured using prescribed performance control. Building upon these approaches we then
review recent results on control under high-level spatiotemporal objectives expressed in Signal Temporal Logic, a formal
language that allows to express complex spatial tasks that must be satisfied within pre-defined deadlines. Theoretical
results considering multi-agent systems with various capabilities under spatiotemporal constraints are presented.

Keywords: Heterogeneous multi-agent system; Leader-follower network; Spatiotemporal constraints; Prescribed
performance control;

1. Introduction

Cooperative control [1] of multi-agent systems has
emerged as a popular research area due to its wide applica-
tions in various domains such as manufacturing, robotics,
social networks [2], network security [3], intelligent trans-
portation systems [4], and more. The overarching themes
encompass consensus [5], formation [6], flocking [7], cover-
age control [8] and so on. The principal approach entails
integrating tools from single-agent control into a multi-
agent framework, considering the distinct properties of the
involved agents. These properties encompass diverse agent
dynamics, actuation capabilities, as well as communication
and sensing limitations.

Transient control for heterogeneous multi-agent
systems. In addition to fulfilling the classical stabiliza-
tion objectives in multi-agent systems, a mobile robot
team may encounter the need to address additional tran-
sient behaviors arising from performance requirements or
spatiotemporal constraints. Examples include collision
avoidance within the workspace or between agents. Recent
research has extended its focus to consider these transient
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constraints while steering multi-agent systems using dis-
tributed control laws towards target average consensus [9]
or platoon formation [10]. However, these distributed con-
trol laws are designed for all agents which may be redun-
dant and costly. This is because achieving target consen-
sus or formation, along with fulfilling transient behavior,
may be efficiently accomplished by steering a subset of
agents through appropriately designed local control strate-
gies, while the remaining agents adhere to standard dis-
tributed control protocols. For instance, in applications
like multi-robot coordination or drone formation, a subset
of robots may possess advanced capabilities, such as com-
munication, computation or actuation. These advanced
robots can act as leaders, guiding the entire group to ful-
fill the tasks. Another scenario is observed in multi-vehicle
platooning, where certain vehicles may be designated as
leaders to guide follower vehicles, reducing overall costs.
Additionally, there are fascinating natural occurrences in-
volving leader-follower network, such as fish swarming and
bird flocking, in which the follower entity can conserve en-
ergy by simply following its leader. Therefore, we instead
consider in this article a heterogeneous, leader-follower ap-
proach, in which a selected set of agents with advanced
actuation, computation and communication capabilities,
namely the leaders, are responsible for guiding the whole
agent group to fulfill the stabilization objectives while sat-
isfying the transient constraints.

Cooperative control under high-level specifica-
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tions. So far, our discussion has focused on controlling
multi-agent systems with the aim of stabilizing the sys-
tem to an equilibrium. However, many tasks in various
applications are more complicated and cannot be simply
cast as a traditional control objective. Instead, they re-
quire higher level specifications. For instance, in certain
industrial warehouses, a group of robots might be assigned
a repetitive task at a higher level. This task could in-
volve inspecting specific areas and collaboratively trans-
porting products. Such tasks may also present space con-
straints, such as collision avoidance against obstacles in
the workspace or collision avoidance among the robots,
as well as time constraints, for example, completing cer-
tain time-critical tasks within a given deadline. Therefore,
within the heterogeneous leader-follower framework, the
selected leader agents are responsible for leading the entire
agent group in implementing the high-level spatiotempo-
ral task specification in a decentralized and collaborative
manner. Temporal logics [11] show such ability to express
more complex and high-level task specifications that ex-
pand beyond the standard control objectives. Compared
with the formal methods [12] based approaches for single
agent systems, e.g., [13], the consideration in a multi-agent
setup can include more real world applications such as
multi-robot coordination and transportation systems. The
multi-agent case requires further analysis of the couplings
with respect to dynamics or task specifications. Signal
Temporal Logic (STL) [14], which is based on continuous-
time signals, can be used to deal with quantitative spa-
tiotemporal constraints for multi-agent systems since it
allows both time and space constraints.

Applications and research extensions. In practical
applications (e.g., cooperative control of mobile robots),
a group of agents may showcase different dynamics, ac-
tuation or computation capabilities, as well as communi-
cation and sensing limitations. How to intelligently uti-
lize their diverse capabilities to lower the cost or avoid
redundant effort has become significantly more crucial.
In particular, the research within heterogeneous leader-
follower framework finds applications in various domains,
including multi-vehicle platooning. This involves design-
ing leader vehicle controllers to ensure collision avoidance
and maintain connectivity for the entire platoon. In ad-
dition, it encompasses multi-robot coordination, involv-
ing formation control or even more complex task plan-
ning for robot teams under spatiotemporal constraints,
where only the controllers of the leader robots are de-
veloped. Furthermore, the framework enables collabora-
tive manipulation, involving grasping and transporting ob-
jects in a collaborative leader-follower manner while sat-
isfying the transient constraints. All these tasks are as-
signed to the available leader agents, demonstrating both
a distributed and scalable nature. Moreover, analyzing
the topology of the leader-follower network to ensure tran-
sient constraints poses a significant challenge. However, it
brings forth several advantages in diverse areas, includ-
ing addressing leader selection problems amidst transient

constraints, studying the network’s robustness in terms of
agent failures, and exploring network reconfigurations.

Overview of our research. In this article, we pro-
vide an overview of our work on the problem of cooper-
ative control of heterogeneous multi-agent systems under
both spatial and temporal constraints, in which a leader-
follower framework is treated as a specific class of het-
erogeneous multi-agent systems. In the first part of this
article, we focus on a heterogeneous leader-follower frame-
work and present a systematic approach for designing the
leader controllers only to ensure the convergence of the en-
tire team to the desired equilibrium while simultaneously
adhering to transient constraints. The satisfaction of the
transient constraints is ensured using prescribed perfor-
mance control (PPC) [15], which was initially introduced
to prescribe the evolution of the system output or tracking
error within certain predefined transient bounds. In par-
ticular, the transient constraints are imposed to the whole
team but the freedom for control design is only assigned
to the leaders. Additionally, we investigate the topological
conditions on the heterogeneous leader-follower networks
such that the target objective can be achieved within the
prescribed transient constraints. The second part of this
article focuses on cooperative control and task planning
of heterogeneous multi-agent systems under spatiotempo-
ral logic tasks. Such complex and high-level tasks are
represented by STL specifications that characterize both
time and space constraints. For the heterogeneous leader-
follower multi-agent system, which can be treated as a
composition of several leader-follower subsystems through
their coupled dynamics, we also consider how to tackle
the couplings with respect to the dynamics and local STL
specifications. For each subsystem, only the leaders know
the STL specifications and are designed to fulfill the tasks,
while the followers are indirectly guided through their dy-
namic couplings with the controlled leaders without any
further control and knowledge of the STL tasks. Next, we
present results pertaining to the cooperative manipulation
problem, wherein STL tasks are defined with respect to the
manipulated object. We account for uncertain dynamics
of both the agents and the object. In addition, we offer
insights into how sampling-based planning algorithms can
be utilized to generate trajectories that satisfy STL tasks.
The organization of the paper is graphically depicted in
Figure. 1.

2. Related work

2.1. Heterogeneous leader-follower multi-agent systems

In the context of heterogeneous leader-follower multi-
agent systems, extensive research has been conducted on
single leader cases. In such cases, the single leader acts
as a reference for the followers, and efforts are made to
design all the remaining followers to achieve various objec-
tives such as consensus and formation. For instance, the
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Figure 1: Organization of the paper.

authors in [16] tackle the leader-follower multi-agent con-
sensus problem, considering a time-invariant communica-
tion topology with general linear node dynamics. Another
study in [17] addresses the leader-follower consensus track-
ing problem for multi-agent systems with identical gen-
eral linear dynamics and unknown external disturbances.
Distributed control for leader-follower multi-agent systems
under partial and noisy measurements and time-varying
directed network topology is explored in [18]. In [19],
the authors propose distributed leader-follower control al-
gorithms for linear multi-agent systems based on output
regulation theory. It is noteworthy that our focus shifts to
a distinct and more general heterogeneous leader-follower
framework, where we allow an arbitrary number of leaders
and we solely design these leader controllers to steer the
entire system towards achieving specific objectives. The
related literature, for example, the study in [20] addresses
containment in leader-follower networks using an undi-
rected switching graph topology, assuming static leaders.
The authors in [21] delve into optimal control for multi-
agent systems with multiple leaders, while [22] contributes
to investigate the robustness of leader-follower consensus
dynamics in the presence of disturbances and time delays.

We then provide a summary of the primary research
conducted within such general and heterogeneous leader-
follower setting, categorizing it into two main schemes:
controllability of leader-follower multi-agent systems and
leader selection problems.

Controllability. The controllability of leader-follower

multi-agent systems was initially explored in [23]. This
study derives conditions on the network topology to ensure
that the network can be controlled by a specific agent act-
ing as a leader. In [24, 25], the authors identify necessary
conditions for the controllability of corresponding leader-
follower networks using equitable partitions of graphs.
Controllability conditions for leader-follower multi-agent
systems with double integrator dynamics and their connec-
tion with graph topology properties are addressed in [26].
Controllability of multi-agent systems defined by undi-
rected signed graphs through almost equitable partition
is investigated in [27], and a necessary condition for the
controllability of the network is provided. In [21], a suffi-
cient controllability condition together with optimal con-
trol techniques for driving the leader-follower multi-agent
systems between specific positions are developed. Sev-
eral works, including [28, 29, 30], focus on investigat-
ing lower or upper bounds for controllable subspaces of
leader-follower networks, which is valuable for leader selec-
tion problems, determining the smallest set of leaders that
must be manipulated to achieve overall system controlla-
bility. In [31], the authors explore graph controllability
classes, specifically the classes of essentially controllable,
completely uncontrollable, and conditionally controllable
graphs. Another noteworthy work [32] on leader selection
with controllability guarantees demonstrates that the di-
mension of the controllable subspace remains invariant un-
der the addition or removal of edges between leaders, and
a controllable structure can be obtained via connecting the
leaders of disjoint sub-graphs that are all controllable.

Leader selection. Leader selection aims to effectively
choose a group of leaders with the goal of ensuring control-
lability in leader-follower multi-agent systems or maximiz-
ing a system performance metric. This performance met-
ric encompasses energy-related metrics, robustness met-
rics, transient performance metrics, and more. A con-
siderable body of literature has been dedicated to study-
ing the controllability of leader-follower multi-agent sys-
tems, as summarized in the previous paragraph, such as
in works like [27, 25, 29]. While some of these studies
do not explicitly address leader selection problems, they
establish conditions on the graph topology of the leader-
follower multi-agent networks, which implicitly propose
the criteria for choosing leaders among the agents to en-
sure certain conditions, such as specific matrix properties.
Other works delve into the explicit problem of selecting
leaders among the agents to optimize the performance of
the leader-follower multi-agent system based on predefined
metrics. For example, in [33] various standard measures of
controllability defined based on the control Gramian are
utilized as the performance metric. The leader selection
problem is explicitly addressed in [34], where the authors
consider a setting in which leaders maintain an identical,
constant value, and followers are subject to stochastic dis-
turbance. In this context, k leaders are selected to mini-
mize the steady-state variance of the derivation. Efficient
algorithms are proposed in [35] to select k leaders based
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on performance metrics like coherence and convergence
rate in specific path graphs and ring graphs. In another
study [36], the authors investigate the optimal assignment
of a predetermined number of leaders to ensure optimal
performance measured in terms of the H2 norm of the
network. The leader selection for tracking and the task
of driving the centroid of the agents to a given reference
point is considered in [37].

2.2. Prescribed performance control and funnel control

Prescribed Performance Control (PPC) was initially in-
troduced in [15] with the objective of prescribing the evo-
lution of the system output or tracking error within pre-
defined bounds. For instance, in [9], an agreement proto-
col is proposed to attain the specified performance for a
combined error in positions and velocities. This protocol
is designed for multi-agent systems with double integra-
tor dynamics. On the other hand, PPC for multi-agent
average consensus with single integrator dynamics is in-
troduced in [38] . In [39], the authors address the forma-
tion control problem for nonlinear multi-agent systems,
considering prescribed performance guarantees and con-
nectivity constraints. The authors in [40] employ PPC for
the formation of large vehicle platoons. The goal is to pre-
vent connectivity breaks and collisions with neighboring
vehicles. Multi-agent coordination with second-order un-
certain Lagrangian dynamics to ensure collision avoidance
and connectivity maintenance is addressed in [41]. The
authors in [42] concentrate on robot joint position con-
trol in order to provide guaranteed performance and to
bound the error within certain region for both regulation
and tracking problems. In [43], an output feedback con-
trol protocol for leader-follower synchronization problem is
proposed, where second-order, nonlinear multi-agent sys-
tems with unknown dynamics are assumed. In [44], PPC
is applied to solve the regulation problem for the unicycle
model. The work in [45] tackles the tracking problem of
unknown, robustly stabilizable, multi-input multi-output,
affine in control, nonlinear systems. The distance and
orientation formation control of rigid bodies is explored
in [46], where PPC is employed to ensure the satisfac-
tion of inter-agent distance constraints. The application
of PPC under temporal logic specifications is discussed
in [47, 48, 49]. In [47], the authors investigate PPC for
nonlinear systems subject to a subset of signal temporal
logic specifications. Meanwhile, a distributed cooperative
manipulation problem that satisfies a given metric inter-
val temporal logic (MITL) specification under the PPC
framework is explored in [48]. In [49], a distributed hy-
brid control strategy is proposed for multi-agent systems
with contingent temporal tasks and prescribed formation
constraints.

Funnel control, akin to PPC, was initially introduced in
the context of tracking problems, as detailed in [50, 51, 52].
In [53], the authors utilize funnel control for uncertain
nonlinear systems that have arbitrary strict relative de-
gree and input-to-state stable internal dynamics, while

funnel control for linear or nonlinear systems with rela-
tive degree one or two are investigated in [54, 55], where
[54] also considers input saturation. Input saturation
is further investigated in [56, 57, 58]. Funnel control
for output tracking control of uncertain nonlinear sys-
tems with arbitrary known relative degree is presented
in [59]. These works also highlight the model-free prop-
erties of funnel-based control. Synchronization of hetero-
geneous multi-agent systems via funnel control is stud-
ied in [60, 61, 62]. Some other noteworthy contributions
delve into optimization-based funnel control using model
predictive control [63, 64]. In terms of practical applica-
tions, funnel control finds utility in various domains such
as chemical reactor models [58], electrical circuits [65], and
cruise control [66].

2.3. Signal temporal logic

Temporal logics, such as linear temporal logic (LTL)
[67] and signal temporal logic (STL) [68] show the abil-
ity to express more complex and high-level task specifica-
tions that expand beyond standard control objectives, such
as stabilization to the desired equilibria. STL, based on
continuous-time signals, incorporates the additional fea-
ture of formulating both time and space constraints. This
characteristic provides the potential to address quantita-
tive transient constraints for multi-agent systems. Various
robustness metrics for STL are explored in [69, 70, 71, 72,
73, 74]. Current approaches addressing control synthe-
sis under STL specifications mainly involve barrier func-
tion methods [75, 76, 77, 78, 79, 80], optimization-based
methods [81, 82, 78, 83], sampling-based methods [84], and
learning-based methods [85, 86, 87, 88, 89, 90]. In [91], an
optimization-based approach for robot planning, monitor-
ing, and self-correction problems under STL specifications
is presented. This approach is further solved using mixed-
integer linear programming. The study in [92] proposes a
method to compute the quantitative semantics of STL for-
mulas using computation graphs. STL specifications with
integral and derivative predicates are investigated in [93].
The coordination problem of heterogeneous multi-agent
systems under STL tasks with integral predicates is con-
sidered in [94].Additionally, [95] introduces a funnel-based
feedback control strategy for a single system under a frag-
ment of STL specifications, while the considerations in a
multi-agent setup are discussed in [96].

3. Preliminaries

3.1. Graph theory

An undirected graph [97] G = (V, E) is comprised of
the vertices set V = {1, 2, . . . , n} and the edges set E =
{(i, j) ∈ V × V | j ∈ Ni} indexed by e1, e2, . . . , em, where
m = |E| is the number of edges and Ni denotes the agents
in the neighborhood of agent i that can communicate with
i. For an edge ek = (i, j), v(ek) = {i, j} is the set com-
posed of the vertices of ek. The adjacency matrix A of
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G is the n × n symmetric matrix whose elements aij are
given by aij = 1, if (i, j) ∈ E , and aij = 0, otherwise.
The degree of vertex i is defined as di =

∑
j∈Niaij . Then,

the degree matrix is ∆ = diag(d1, d2, . . . , dn). The graph
Laplacian of G is L = ∆−A. A path is a sequence of edges
connecting two distinct vertices. A graph is connected if
there exists a path between any pair of vertices. By as-
signing an orientation to each edge of G we can define the
incidence matrix D = D(G) = [dij ] ∈ Rn×m. The rows
of D are indexed by the vertices and the columns are in-
dexed by the edges with dij = 1 if the vertex i is the head
of the edge (i, j), dij = −1 if the vertex i is the tail of
the edge (i, j) and dij = 0 otherwise. Based on the inci-
dence matrix, the graph Laplacian of G can be described
as L = DDT . In addition, Le = DTD is the so-called edge
Laplacian [97] and cij denotes the elements of Le.

3.2. Prescribed performance control

In the heterogeneous leader-follower framework, we use
PPC to prescribe the evolution of the signal x̄i(t) within
a predefined region described as

−ρx̄i(t) < x̄i(t) < ρx̄i(t). (1)

Here ρx̄i : R+ → R+ \ {0}, i = 1, 2, . . . ,m are positive,
smooth and nonincreasing performance functions that in-
troduce the predefined bounds for x̄i(t). One example
choice is

ρx̄i(t) = (ρx̄i0 − ρx̄i∞)e−lx̄i t + ρx̄i∞ , (2)

where ρx̄i0 , ρx̄i∞ and lx̄i are positive parameters and
ρx̄i∞ = limt→∞ρx̄i(t) represents the maximum allowable
tracking error at steady state.

Normalizing x̄i(t) with respect to the performance func-
tion ρx̄i(t), we define the modulated error as ˆ̄xi(t) and the
corresponding prescribed performance region Dx̄i as:

ˆ̄xi(t) =
x̄i(t)

ρx̄i(t)
, (3)

Dx̄i ≜ {ˆ̄xi : ˆ̄xi ∈ (−1, 1)}. (4)

Then, the modulated error is transformed through a trans-
formation function Tx̄i that defines the smooth and strictly
increasing mapping Tx̄i : Dx̄i → R. One example choice is

Tx̄i(ˆ̄xi) = ln

(
1 + ˆ̄xi
1− ˆ̄xi

)
. (5)

The transformed error is then defined as

εx̄i(ˆ̄xi) = Tx̄i(ˆ̄xi). (6)

It can be verified that if the transformed error εx̄i(ˆ̄xi)
is bounded, then the modulated error ˆ̄xi is constrained
within the region (4). This also implies the error x̄i evolves
within the predefined performance bounds (1). Differenti-
ating (6) with respect to time, we derive

ε̇x̄i(ˆ̄xi) = JTx̄i (ˆ̄xi, t)[ ˙̄xi + αx̄i(t)x̄i] (7)

where

JTx̄i (ˆ̄xi, t) ≜
∂Tx̄i(ˆ̄xi)

∂ ˆ̄xi

1

ρx̄i(t)
> 0 (8)

αx̄i(t) ≜ − ρ̇x̄i(t)
ρx̄i(t)

> 0 (9)

are the normalized Jacobian of the transformed function
Tx̄i and the normalized derivative of the performance func-
tion, respectively.

3.3. Signal temporal logic

Signal temporal logic (STL) [14] consists of predicates
µ : Rn → B which are obtained by evaluating a contin-
uously differentiable predicate function h : Rn → R and
assigning the respective true or false boolean value as fol-
lows:

µ =

{
⊤, h(x) ≥ 0;

⊥, h(x) < 0,
(10)

where x ∈ Rn. The STL syntax is defined as

ϕ ::= ⊤ | µ | ¬ϕ | ϕ1 ∧ ϕ2 | ϕ1U[a,b]ϕ2, (11)

where ϕ1, ϕ2 are STL formulas and ¬,∧,U[a,b] are the re-
spective negation, conjunction, until operators with 0 ≤
a ≤ b < ∞. Define “eventually” operator and “always”
operator as F[a,b]ϕ := ⊤U[a,b]ϕ and G[a,b]ϕ := ¬F[a,b]¬ϕ,
respectively. For a continuous-time signal x : R≥0 → Rn,
(x, t) |= ϕ denotes the satisfaction relation, which holds if
x satisfies ϕ at time t. Robust semantics have been intro-
duced in [98] in order to quantify how robustly the signal
x satisfies the STL formula ϕ at time t. Space robustness
semantics [99] for STL are defined as follows:

ϱµ(x, t) := h(x(t));

ϱ¬ϕ(x, t) := −ϱϕ(x, t);

ϱϕ1∧ϕ2(x, t) := min(ϱϕ1(x, t), ϱϕ2(x, t));

ϱF[a,b]ϕ(x, t) := max
t1∈[t+a,t+b]

ϱϕ(x, t1);

ϱG[a,b]ϕ(x, t) := min
t1∈[t+a,t+b]

ϱϕ(x, t1).

Note that it holds that (x, t) |= ϕ if ϱϕ(x, t) > 0.

3.4. Cooperative manipulation

Cooperative manipulation involves multiple robots
working together to handle an object. This approach of-
fers advantages in enabling the manipulation of heavier
objects when the load exceeds the carrying capacity of
a single robot. Consider N robotic agents rigidly grasp-
ing an object, as illustrated in Figure 2. Each robot pos-
sesses a base reference frame Ai and an end-effector’s ref-
erence frame Ei, where i ∈ 1, . . . , N . The object being
grasped has its own reference frame O, centred at its cen-
tre of mass. The robot-object system operates within a
workspace W ⊂ R3, which includes an inertial reference
frame I. The rigid grasping ensures a fixed distance pi/o
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Figure 2: Two arms rigidly grasping an object

between the end-effector frame of robot i to the object’s
reference frame, as depicted in Figure 2.

In the following, we describe the agents’ and objects’
dynamics and also present the coupled dynamics.

3.4.1. Agent dynamics

Let the joint-space variables of agent i ∈ N be denoted
by qi ∈ Rni , where ni is greater than or equal to 6. The
position and Euler-angles of the end-effector i are repre-
sented as pi ∈ R3 and ηi ∈ T3, respectively. Additionally,
the velocity of the end-effector of agent i is represented as
vi ∈ R6, and is defined by vi = [ṗ⊤i , ω

⊤
i ]

⊤, where ωi ∈ R3 is
the respective angular velocity. The relationship between
vi and qi is established through the kinematic Jacobian
matrix Ji : Rni × R6×ni as vi = Ji(qi)q̇i. As common in
literature, we assume that the agent operates away from its
kinematic singularities leading to well-defined task space
dynamics [100]

Mi(qi)v̇i+Ci(qi, q̇i)vi+gi(qi)+wi(qi, q̇i, t) = ui−λi (12)

where Mi : Rni → R6×6 is the task-space positive defi-
nite mass matrix, Ci : R2ni → R6×6 the task-space Cori-
olis matrix, gi : Rni → R6 the task-space gravity vector,
wi : R2ni × R≥0 → R6 represents model uncertainties and
bounded external disturbances, ui ∈ R6 is the task-space
input wrench and λi ∈ R6 is the generalized force vector
that agent i exerts on the object. We assume that all dy-
namic terms Mi(·), Ci(·), gi(·), wi(·) are unknown in this
work. The vector fieldsMi(·), Ci(·), gi(·), are continuously
differentiable [100], and we further assume that wi(qi, q̇i, t)
is continuous in qi and q̇i for each fixed t ≥ 0, and uni-
formly bounded in t for each fixed (qi, q̇i) ∈ R2ni . An
agent only has access to to its end effector’s pose (pi, ηi)
through the forward kinematics. The dynamics (12) can
be written in vector form as:

M(q)v̇ + C(q, q̇)v + g(q) + w(q, q̇, t) = u− λ, (13)

where v = [v⊤1 , . . . , v
⊤
N ] ∈ R6N , M = diag{[Mi]} ∈

R6N×6N , C = diag{[Ci]} ∈ R6N×6N , g = [g⊤1 , . . . , g
⊤
N ]⊤ ∈

R6N , w = [w⊤
1 , . . . , w

⊤
N ]⊤ ∈ R6N , u = [u⊤1 , . . . , u

⊤
N ]⊤ ∈

R6N and λ = [λ⊤1 , . . . , λ
⊤
N ]⊤ ∈ R6N .

3.4.2. Object dynamics

The pose of the object’s centre of mass is denoted by
x0 = [p⊤o , η

⊤
o ]

⊤ ∈ M where po ∈ R3, ηo ∈ R3 and the
velocity by vo = [ṗ⊤o , ω

⊤
o ]

⊤ ∈ R6 where ωo ∈ R3.
The dynamics of the object are given by

ẋo = J−1
or (xo)vo, (14a)

Mo(xo)v̇o + Co(xo, vo)vo + go(xo) + wo(t) = λo (14b)

where Mo : M → R6×6 is the positive-definite inertia
matrix, Co : M × R6 → R6×6 is the Coriolis matrix,
go : M → R6 is the gravity vector and wo : R≥0 → R6

is a bounded vector of external disturbances. Addition-
ally, Jor : M → R6×6 is the object representation Jacobian
and λo ∈ R6 is the force acting on the object’s center
of mass. Like the object’s dynamics, the terms Mo(·),
Co(·), go(·) are continuously differentiable and we assume
that wo(t) is bounded. The matrix Jor and its inverse
are well-defined when we assume the object’s pitch angle
θo ∈ (−π

2 ,
π
2 ). Similarly to the agent’s, the object’s dy-

namic terms Mo(·), Co(·), go(·), wo(·) and force λo are
considered to be unknown and cannot be used in the con-
trol design.

3.4.3. Coupled dynamics

Using the fact that the force exerted by the agents is
equal to the force experienced by the object, and using
(12) and (14), leads us to the coupled dynamics

M̃(q)v̇o + C̃(q, q̇)vo + g̃(q, q̇) + w̃(q, t) = G⊤(q)u (15)

where M̃(q) = Mo(q) + G⊤(q)M(q)G(q), C̃(q, q̇) =
Co(q, q̇) +G⊤(q)M(q)Ġ(q) +G⊤(q)C(q, q̇)G(q), g̃(q, q̇) =
go(q)+G

⊤(q)g(q) and w̃(q, t) = wo(t)+G
⊤(q)w(q, t). The

grasp matrix G(q) = [J⊤
o1(q1), . . . , J

⊤
oN (qN )]⊤ is full col-

umn rank due to grasp rigidity, where Joi : Rni → R6×6 is
the object-to-i’th agent Jacobian

Joi(qi) =

[
I3 S(−pi/o(qi))

03×3 I3

]
. (16)

The Jacobian Joi(qi), due to rigid grasps, is invertible and
enables agents to calculate the object’s velocity using the
relation vi = Joi(qi)vo.

4. Transient control for heterogeneous multi-agent
systems

We focus on a heterogeneous leader-follower framework
in this section and introduce a systematic approach to
design the leader controllers exclusively. This is done
to guarantee the convergence of the entire team to the
desired equilibrium while also adhering to transient con-
straints. Notably, these transient constraints are applied
to the entire team, yet the freedom for control design is
only for the leaders. Firstly, we consider transient control
for both first-order and second-order leader-follower multi-
agent systems under tree graphs. Secondly, we extend the
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findings to the first-order case under general graphs, which
encompass cycles and avoid the need for tree assumptions.
Furthermore, we explore the topological conditions within
heterogeneous leader-follower networks to ensure that the
target objective can be attained while complying with the
specified transient constraints. An overview of the control
objectives is presented in Subsection 4.1. We mainly focus
on first-order dynamics, with an extension to second-order
cases in Subsection in 4.3.

4.1. Control objectives for heterogeneous leader-follower
multi-agent systems

We consider a heterogeneous leader-follower multi-agent
system with vertices V = {1, 2, . . . , n}. Without loss of
generality, we suppose that the first nf agents are selected
as followers while the last nl agents are selected as leaders
with respective vertices set VF = {1, . . . , nf}, VL = {nf +
1, . . . , nf + nl} and n = nf + nl.
Denote pi ∈ R as the position of agent i, where we only

consider the one dimensional case, without loss of gen-
erality. Specifically, the results can be extended to higher
dimensions with appropriate use of the Kronecker product.
The target relative position-based formation is described
as follows:

F := {p | pi − pj = pdesij , (i, j) ∈ E}, (17)

where pdesij := pdesi − pdesj , (i, j) ∈ E is the desired relative
position between agent i and agent j, which is constant
and denoted as the difference between the absolute de-
sired positions pdesi , pdesj ∈ R. Here, only pdesij needs to be

known and pdesi , pdesj are defined with respect to an arbi-
trary reference frame and do not need to be known. In the
first-order case, the state evolution of each follower i ∈ VF
is governed by the first-order formation protocol:

ṗi = −
∑
j∈Ni

(pi − pj − pdesij ), (18)

while leader i ∈ VL obeys the following first-order forma-
tion protocol with an assigned external input ui ∈ R:

ṗi = −
∑
j∈Ni

(pi − pj − pdesij ) + ui. (19)

We denote p = [p1, . . . , pn]
T , pdes = [pdes1 , . . . , pdesn ]T ∈

Rn as the respective stack vector of absolute positions and
target positions and u = [unf+1, . . . , unf+nl ]

T ∈ Rnl is the
control input vector that contains the external inputs of
leader agents in (19). Denote p̄ = [p̄1, . . . , p̄m]T , p̄des =
[p̄des1 , . . . , p̄desm ]T ∈ Rm as the respective stack vector of
relative positions and target relative positions between the
pair of communication agents for the edge (i, j) = ek ∈ E ,
where p̄k ≜ pij = pi − pj , p̄

des
k ≜ pdesij = pdesi − pdesj , k =

1, 2, . . . ,m. It can be then verified that Lp = Dp̄ and
p̄ = DT p. In addition, if p̄ = 0, we have that Lp = 0.
Similarly, it holds that Lpdes = Dp̄des, p̄des = DT pdes.

By stacking (18) and (19), the dynamics of the leader-
follower multi-agent system is rewritten as:

Σ1 : ṗ = −L(p− pdes) +Bu, (20)

where L is the graph Laplacian and B =
[
0nf×nl
Inl

]
.

In the sequel, we denote x = p− pdes = [x1, . . . , xn]
T as

the shifted absolute position vector with respect to pdes.
Accordingly, x̄ = p̄ − p̄des = [x̄1, . . . , x̄m]T is denoted as
the shifted relative position vector with respect to p̄des.

The objective is to propose a control strategy for the
leader-follower multi-agent system (20) such that it can
achieve the target formation F as in (17). Notably, the
control strategy is only applied to the leaders. Moreover,
we impose transient constraints on the evolution of the rel-
ative positions p̄i(t) between neighboring agents, which are
defined by the following prescribed performance bounds

p̄desi − ρx̄i(t) < p̄i(t) < p̄desi + ρx̄i(t), (21)

or equivalently, the evolution of the shifted relative posi-
tion x̄i(t) should satisfy

−ρx̄i(t) < x̄i(t) < ρx̄i(t). (22)

Here ρx̄i(t), i = 1, 2, . . . ,m are the performance functions
as introduced in Subsection 3.2, which can be chosen as

ρx̄i(t) = (ρx̄i0 − ρx̄i∞)e−lx̄i t + ρx̄i∞ . (23)

In summary, we aim to design solely the leader con-
trollers such that the entire heterogeneous leader-follower
team can attain desired formation while satisfying the
transient constraints that are defined by the prescribed
performance functions. The control objectives are graphi-
cally depicted in Figure. 3.

ρx̄i
(t) = (ρx̄i0

− ρx̄i∞
)e−lx̄i

t + ρx̄i∞

VF VL

Leader

Follower

Figure 3: Control objectives for leader-follower multi-agent systems.

4.2. Transient control for first-order leader-follower multi-
agent systems

In this subsection, we present a systematic approach
for designing only the leader controllers of the first-order
heterogeneous leader-follower multi-agent systems (20) to
ensure the convergence of the entire team to the desired
formation (17) while simultaneously adhering to transient

7



constraints (21). The discussion in this subsection relies
on references [101, 102].

Given that the transient constraints (21) are for the rela-
tive positions, we first rewrite the dynamics of the leader-
follower multi-agent system (20) into the edge space to
characterize the dynamics of the relative positions. The
associated incidence matrix is decomposed into the first nf

and the remaining last nl rows, i.e., D =
[
DT
F DT

L

]T
[97]

with DF , DL denoting the incidence matrices with respect
to the followers and leaders, respectively. The dynamics
(20) are then reorganized as

Σ1 :

[
ẋF
ẋL

]
=

[
AF BF
BTF AL

] [
xF
xL

]
+

[
0nf×nl
Inl

]
u, (24)

where xF = [x1, . . . , xnf ]
T , xL = [xnf+1, . . . , xn]

T and
AF = DFD

T
F , BF = DFD

T
L , AL = DLD

T
L . The incidence

matrixD essentially describes the relationship between the
node space and the edge space. Multiplying both sides of
(24) byDT , we derive the dynamics in the edge space given
by

Σe1 : ˙̄x = −Lex̄+DT
Lu, (25)

where Le represents the edge Laplacian. It is noteworthy
that Le is positive definite when the underlying graph is a
tree [103]. Therefore, we make an initial assumption that
the graph is a tree, which will be relaxed later.

Assumption 1. The graph G = (V, E) is a tree.

For the edge dynamics (25), the proposed controller ap-
plied to the leader agents is the composition of the term
based on prescribed performance of the positions of the
neighboring agents:

uj = −
∑
i∈Φj

gx̄iJTx̄i (ˆ̄xi, t)εx̄i(ˆ̄xi), j ∈ VL, (26)

where Φj = {i|(j, k) = i, k ∈ Nj}, i.e., the set of all the
edges that include agent j ∈ VL as a node, and gx̄i is a pos-
itive scalar gain to be appropriately tuned. Therefore, the
proposed control (26) is distributed, requiring only local
information. The term JTx̄i , which includes gradient in-
formation, dictates the direction of control. On the other
hand, εx̄i determines control strength, as it increases as
the trajectory approaches the transient bound. Then, the
stack input vector is

u = −DLJTˆ̄x
Gx̄εˆ̄x, (27)

where ˆ̄x ∈ Rm is the stack vector of transformed errors ˆ̄xi,
Gx̄ ∈ Rm×m is the positive definite diagonal gain matrix
with entries the positive constant parameters gx̄i , JTˆ̄x

≜
JT (ˆ̄x, t) ∈ Rm×m is a time-varying diagonal matrix with
diagonal entries JTx̄i (ˆ̄xi, t) given in (8), and εˆ̄x ≜ ε(ˆ̄x) ∈
Rm is the stack vector with entries εx̄i(ˆ̄xi).
The following theorem presents the result for formation

control of leader-follower multi-agent systems under tran-
sient constraints.

Theorem 4.1. [101, 102] Consider the leader-follower
multi-agent system Σ1 under Assumption 1 with dynam-
ics (20), the predefined performance functions ρx̄i as in
(23) and the transformed functions Tx̄i(ˆ̄xi) as in (5) s.t.
Tx̄i(0) = 0, and assume that the initial conditions p̄i(0)
are within the performance bounds (21). If the following
condition holds:

γ̄ ≥ l = max
i=1,...,m

(lx̄i), (28)

where l is the largest decay rate of ρx̄i(t) and γ̄ is the
maximum value of γ that ensures:

Γ =

[
DTLDL

1
2 (Le−γ(Im−DTLDL))

1
2 (Le−γ(Im−DTLDL)) γLe

]
≥ 0, (29)

then the controlled system achieves the target formation
(17) and satisfies (21) when applying the control law (27).

Theorem 4.1 proposes a sufficient condition and indi-
cates the trade-offs between the largest decay rate of the
performance functions and the leader-follower topology.
Note that conditions (28) and (29) are not part of the
control laws. (29) is determined by the pair of matri-
ces (Le, DL) that characterizes the leader-follower graph
topology. Based on Theorem 4.1, we can first derive the
maximum value γ̄ of γ that solves (29). Then, the pre-
defined decay rate l cannot exceed γ̄, which is useful in
practical to design the performance functions.

In the following, we will delve into the results pertain-
ing to two specific classes of tree graphs, namely the path
graph and the star graph. Initially, we will focus on the
path graph—a graph extensively employed in various ap-
plications, such as multi-vehicle platooning.

Definition 1. A path graph Gc = (Vc, Ec) is a tree graph
with vertices set Vc = {1, 2, . . . , n}, n ≥ 2 and edges set
Ec = {(i, i + 1) ∈ Vc × Vc | i ∈ Vc \ {n}} indexed by
ei = (i, i+ 1), i = 1, 2, . . . , n− 1.

Note that (28) in Theorem 4.1 is a sufficient but not nec-
essary condition, which can be conservative based solely
on the analysis of matrix properties. In Subsection 4.5,
we will directly investigate the leader-follower topology to
establish a stronger topological condition.

Proposition 4.2. [101, 102] Consider the leader-follower
multi-agent system Σ1 described by (20) with the commu-
nication path graph Gc = (Vc, Ec) and the followers set
VcF = {1, 2, . . . , nf}, the predefined performance functions
ρx̄i as in (23) and the transformed function Tx̄i(ˆ̄xi) as in
(5) s.t. Tx̄i(0) = 0, and assume that the initial conditions
p̄i(0) are within the performance bounds (21). Then, we
have that

max
i=1,...,m

(lx̄i) = l ≤ 2, nf = 2;

max
i=1,...,m

(lx̄i) = l ≤ 1, nf = 3,
(30)

are the respective conditions on the largest decay rate of
the performance functions ρx̄i such that the path achieves
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the target formation (17) and satisfies (21) when applying
(27).

Now, let us consider another specific class, the star
graph Gs = (Vs, Es), defined as follows.

Definition 2. A star graph Gs = (Vs, Es) is a tree
graph with vertices set Vs = {1, 2, . . . , n}, n ≥ 2 where
vertex n is called the centering node, and the edges set
Es = {(i, n) ∈ Vs × Vs | i ∈ Vs \ {n}} indexed by
ei = (i, n), i = 1, 2, . . . , n− 1.

Then, the following result can be obtained based on The-
orem 4.1.

Proposition 4.3. [101, 102] Consider the leader-follower
multi-agent system Σ1 described by (20) with the com-
munication star graph Gs = (Vs, Es) and the leader set
VsL = {n}, the predefined performance functions ρx̄i as in
(23) and the transformed function Tx̄i(ˆ̄xi) as in (5) s.t.
Tx̄i(0) = 0, and assume that the initial conditions p̄i(0)
are within the performance bounds (21). If

max
i=1,...,m

(lx̄i) = l ≤ 1, (31)

then the controlled system achieves the target formation
(17) and satisfies the prescribed performance bounds (21)
when applying the control law (27).

4.3. Transient control for second-order leader-follower
multi-agent Systems

In this subsection, we explore an extension of second-
order heterogeneous leader-follower multi-agent systems.
The discussion in this subsection relies on references [104,
102].

let pi, vi ∈ R be the respective position and velocity of
agent i. We also aim to design a control strategy for the
second-order leader-follower multi-agent system such that
it can achieve the relative position-based formation. The
state evolution of each follower i ∈ VF is now governed by
the second-order formation protocol:

ṗi = vi

v̇i = −
∑
j∈Ni

(
(pi − pj − pdesij ) + (vi − vj)

)
. (32)

In parallel, the state evolution of each leader i ∈ VL is
determined by the second-order formation protocol with
an external input ui ∈ R:

ṗi = vi

v̇i = −
∑
j∈Ni

(
(pi − pj − pdesij ) + (vi − vj)

)
+ ui.

(33)

We further denote v = [v1, . . . , vn]
T ∈ Rn as the stack

vector of velocities, and v̄ = [v̄1, . . . , v̄m]T ∈ Rm as the
stack vector of relative velocities between the pair of com-
munication agents for the edge (i, j) = k ∈ E , where

v̄k ≜ vij = vi − vj , k = 1, 2, . . . ,m. Similarly, it holds
that Lv = Dv̄, v̄ = DT v.

By stacking (32) and (33), the dynamics of the second-
order leader-follower multi-agent system is rewritten as:

Σ2 :

[
ṗ
v̇

]
=

[
0n In
−L −L

] [
p− pdes

v

]
+

[
0n×nl
B

]
u, (34)

where L is the graph Laplacian and B =
[
0nf×nl
Inl

]
.

Our target for the second-order case is still to design a
control strategy for the leader-follower multi-agent system
(34) such that it can achieve the target formation F as
in (17) while satisfying the transient constraints (21) or
(22). Similar to the first-order case, we first rewrite the
dynamics of the second-order leader-follower multi-agent
system (34) into the edge space as

Σe2 :

[
˙̄x
˙̄v

]
=

[
0m Im
−Le −Le

] [
x̄
v̄

]
+

[
0m×nl
DT
L

]
u. (35)

For (35), we first design the reference velocity vd ∈ Rn and
the corresponding reference relative velocity v̄d ∈ Rm as:

vd = −DJTˆ̄x
Gx̄εˆ̄x; v̄d = −LeJTˆ̄x

Gx̄εˆ̄x, (36)

where the parameters are similar to those defined in (27).
We then define the relative velocity error vector as ē =
[ē1, . . . , ēm]T = v̄ − v̄d ∈ Rm.

The insights here are basically resorting to first design-
ing the reference relative velocity that can be proven to
guarantee the prescribed performance for the relative po-
sitions. Then, by defining the relative velocity error, an-
other PPC law with respect to the relative velocities is
designed to stabilize the relative velocity error also within
certain prescribed performance bounds. Therefore, we also
establish the corresponding prescribed performance func-
tions ρēi(t), the transformation functions Tēi(ˆ̄ei), and the
transformed error εēi(ˆ̄ei) for the relative velocity errors,
i = 1, 2, . . . ,m. These terms exhibit similarities to those
defined for the shifted relative positions. The correspond-
ing prescribed performance functions ρēi(t) related to the
relative velocity errors are defined as follows, which are
designed in a way such that the initial condition of ēi is
within the performance bound

ρēi(t) = (ρēi0 − ρēi∞)e−lēi t + ρēi∞ . (37)

The related prescribed performance region is described as

−ρēi(t) < ēi(t) < ρēi(t). (38)

We then define in a similar manner the normalized error
ēi(t), the transformation function Tēi as

Tēi(ˆ̄ei) = ln

(
1 + ˆ̄ei
1− ˆ̄ei

)
, (39)

and the transformed error εēi . Similar to (7), we can derive
the normalized Jacobian JTēi (ˆ̄ei, t) of the transformation
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function Tēi and the normalized derivative αēi(t) of the
performance function, respectively.

For the leader-follower multi-agent system (35), the pro-
posed controller applied to each leader agent is the com-
position of the term based on the prescribed performance
of the relative velocity errors of the neighboring agents:

uj = −
∑
i∈Φj

gēiJTēi (ˆ̄ei, t)εēi(ˆ̄ei), j ∈ VL, (40)

where Φj = {i|(j, k) = i, k ∈ Nj}, i.e., the set of all the
edges that include agent j ∈ VL as a node. Then the stack
input vector is

u = −DLJTˆ̄e
Gēεˆ̄e, (41)

where the parameters are defined similarly by stacking the
parameters in (40).

The following theorem is proposed for second-order
leader-follower multi-agent systems such that the pre-
scribed performance can be guaranteed for both relative
positions and relative velocity errors. In addition, the tar-
get formation (17) can be achieved.

Theorem 4.4. [104, 102] Consider the leader-follower
multi-agent system Σ2 under Assumption 1 with dynam-
ics (34), and the predefined performance functions ρx̄i and
ρēi as in (23) and (37), respectively. Suppose the trans-
formation functions Tx̄i(ˆ̄xi), Tēi(ˆ̄ei) are chosen as in (5),
(39) respectively satisfying Tx̄i(0) = 0, Tēi(0) = 0, and as-
sume that the initial conditions x̄i(0) and ēi(0) are within
the performance bounds (21) and (38), respectively. If the
following condition holds:

γ̄ ≥ l′ = max
i=1,...,m

(lēi), (42)

where l′ is the largest decay rate of ρēi(t) and γ̄ is the
maximum value of γ that ensures:

Γ =

[
DTLDL

1
2 (Le−γ(Im−DTLDL))

1
2 (Le−γ(Im−DTLDL)) γLe

]
≥ 0, (43)

then, the shifted relative position x̄ under the control (41)
converges to an arbitrary small ball around zero while sat-
isfying (22). In addition, the relative velocity errors satisfy
(38).

The convergence result of x̄(t) in Theorem 4.4 is prac-
tical convergence, which is reasonable in practical design,
as demonstrated in [105].

4.4. Leader-follower multi-agent systems with cycles

In this subsection, we focus on distributed formation
control for heterogeneous leader-follower multi-agent sys-
tems with prescribed transient behavior under general
communication graphs that contain cycles to avoid As-
sumption 1. We also explore the roles of cycles in realiz-
ing convergence benefits within the leader-follower frame-
work. The inclusion of cycles showcases more practical
significance and provides a complete theory for undirected

graphs. The difficulty posed by cycles lies in the inability
to directly leverage the positive definiteness of the edge
Laplacian for convergence analysis. It becomes necessary
to partition the graph into a spanning tree and the addi-
tional edges that complete the cycles. The discussion in
this subsection relies on reference [106].

We now consider general graphs that contain cycles, i.e.,
without Assumption 1. We aim to design a control strat-
egy for the first-order leader-follower multi-agent system
(20) such that it can achieve the target formation F as in
(17) while satisfying the transient constraints (21) or (22).

Similarly, we need to rewrite (20) into the dynamics cor-
responding to followers and leaders, respectively. In addi-
tion, since we consider a general graph with circles that can
be regarded as the union of two edge-disjoint subgraphs on
the same vertex set as G = Gt ∪ Gc, where Gt is a span-
ning tree subgraph and Gc contains the remaining edges
that complete the cycles in G [107]. The corresponding
incidence matrix is decomposed as

D =

[
Dt
F Dc

F

Dt
L Dc

L

]
, Dt =

[
Dt
F

Dt
L

]
, Dc =

[
Dc
F

Dc
L

]
, (44)

and DF =
[
Dt
F Dc

F

]
, DL =

[
Dt
L Dc

L

]
with Dt

F ∈
Rnf×(n−1), Dc

F ∈ Rnf×(m−n+1), Dt
L ∈ Rnl×(n−1), Dc

L ∈
Rnl×(m−n+1). In essence, the incidence matrix D is par-
titioned by rows into the first nf rows and the remaining

last nl rows, denoted as D =
[
DT
F DT

L

]T
[97]. Addition-

ally, the matrix is decomposed by columns into the first
n− 1 columns and the remaining last m− n+ 1 columns,
given by D =

[
Dt Dc

]
with Dt, Dc denoting the edges of

the spanning tree subgraph Gt and the remaining edges of
Gc that complete the cycles in G, respectively. Then, the
dynamics (20) are reorganized into the edge space as

Σe : ˙̄x = −Lex̄+DT
Lu, (45)

with Le being the edge Laplacian which is positive defi-
nite if the graph is a tree [103]. Hence, we have that the

edge Laplacian Lte = DtTDt for the spanning tree sub-
graph Gt is positive definite. For a general graph with
cycles, the edge Laplacian Le in (45) is only positive semi-
definite, but it can be represented by the edge Laplacian
Lte of its spanning tree Gt according to [107]. Specifi-
cally, the columns of Dc are linearly dependent on the
columns of Dt, which can be expressed as Dc = DtT with

T = (DtTDt)−1DtTDc = (Lte)
−1DtTDc. Then, we have

that D =
[
Dt Dc

]
=

[
Dt DtT

]
= Dt

[
In−1 T

]
. We

further denote the transformation matrix R as

R =
[
In−1 T

]
. (46)

Thus D = DtR and the relation between Le and Lte is
derived as Le = RTLteR.

For the edge dynamics (45), the controller applied to the
leader agents is proposed as follows:

uj = −
∑
i∈Φj

gx̄iJTx̄i (ˆ̄xi, t)εx̄i(ˆ̄xi), j ∈ VL, (47)
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where Φj = {i|(j, k) = i, k ∈ Nj}, and the stack input
vector is

u = −DLJTˆ̄x
Gx̄εˆ̄x, (48)

which is similar to (27). The difference here is that we
now take the cycles into account.

We now develop the following result for transient con-
trol of leader-follower multi-agent systems under general
communication graphs with cycles.

Theorem 4.5. [106] Consider the leader-follower multi-
agent system Σ with dynamics (20), the predefined perfor-
mance functions ρx̄i as in (23) and the transformed func-
tions Tx̄i(ˆ̄xi) as in (5) s.t. Tx̄i(0) = 0, and assume that the
initial conditions p̄i(0) are within the performance bounds
(21). If the following condition holds:

γ̄ ≥ l = max
i=1,...,m

(lx̄i), (49)

where l is the largest decay rate of ρx̄i(t) and γ̄ is the max-
imum value of γ that ensures the following block matrix
denoted as Γ satisfies Γ ≥ 0:[

DtL
T
DtL

1
2 (L

t
e−γ((RR

T )−1−DtL
T
DtL))

1
2 (L

t
e−γ((RR

T )−1−DtL
T
DtL)) γLte

]
.

(50)
Then the controlled system achieves the target formation
(17) and satisfies (21) when applying the control law (48).

The result in this subsection also indicates the trade-offs
between the largest decay rate of the performance func-
tions (23) and the leader amount and positions. Theorem
4.5 also indicates how the cycles in a graph will benefit the
convergence result.

4.5. Topological conditions for enabling transient control
in leader-follower networks

In this subsection, we address the challenge of estab-
lishing both necessary and sufficient conditions for leader-
follower multi-agent systems to attain the desired relative
position-based formation while adhering to specified per-
formance guarantees. The analysis covers general graphs
that include cycles. We first investigate the necessary
conditions for the leader-follower graph topology. Sub-
sequently, these necessary conditions are extended to both
the necessary and sufficient conditions for leader-follower
formation control with prescribed performance. The main
motivation stems from the fact that the results discussed
in the previous subsections are only sufficient. There exist
leader-follower multi-agent systems for which, irrespective
of the control design made for the leaders, the transient
bounds can be always violated. This may occur, for in-
stance, when an insufficient number of leaders are chosen
or when leaders are assigned unsuitable positions. Hence,
our objective in this subsection is to explore stronger topo-
logical conditions on leader-follower graph topology such
that we can design the leader controllers to steer the entire
system to achieve the target formation while fulfilling the

prescribed performance behavior. The discussion in this
subsection relies on reference [108].

We initially establish necessary conditions on the graph
topology for both tree graphs and general graphs with
cycles. Specifically, we first define a leaderless graph
Gf = (Vf , Ef ) with only followers, i.e., VfF = Vf , VfL = ∅
and EfFF = Ef . The definitions of a subgraph and an in-
duced subgraph are detailed below:

Definition 3. (Subgraph and induced subgraph.) A graph
G′ = (V ′, E ′) is a subgraph of the graph G = (V, E), if the
following conditions hold:

– V ′ ⊆ V and E ′ ⊆ E;

– for any i ∈ V ′
F we have i ∈ VF and for any i ∈ V ′

L we
have i ∈ VL.

A subgraph G′ of G is an induced subgraph of G, denoted as
G′ ⊆ G if it further holds that for any edge (i, j) ∈ E , i, j ∈
V ′, we have (i, j) ∈ E ′.

We can then define a path in a graph G as a subgraph
of G.

Definition 4. (Path subgraph.) A path p of the graph
G = (V, E) is called a path subgraph p = (Vp, Ep) of G such
that the following conditions hold:

– Vp ⊆ V and Ep ⊆ E;

– for any i ∈ VpF we have i ∈ VF and for any i ∈ VpL we
have i ∈ VL.

Denote each column (corresponding to an edge) of the
incidence matrix of Gf by the vector ei. Then (Le)ij =
eTi ej = cij = 2 if i = j; cij = 0 if ei, ej share no nodes;
cij = ±1 if ei, ej share a single node [107]. Based on these
simple rules, we can define the neighbors of edge ei as
N (ei) := {ej | |eTi ej | = 1}. Then the following lemma is
proposed for tree graphs and acts as a basis for the later
extended results for general graphs with cycles.

Lemma 4.6. [108] Consider the leader-follower multi-
agent system (20) described by the tree graph G = (V, E).
A necessary condition on G under which we can design the
leaders using (48) to achieve the target formation F as
in (17) while satisfying (21) is that every leaderless graph
Gf = (Vf , Ef ), such that Gf ⊆ G, should satisfy

|N (ei)| ≤ 2, ∀ei ∈ Ef . (51)

For graph with cycles, we first denote E(C) as the edge
set of the cycle C with cardinality |E(C)|. We then execute
the graph decomposition procedure, which we refer to as
complete decomposition.

Definition 5. (Complete decomposition.) A graph G =
(V, E) is decomposed with respect to the edge ei ∈ E as
G := ∪Cei∈XiCei ∪ Pi, where Xi := {Cei | ei ∈ Cei} is the
cycle set composed of all the cycles Cei in G that contain
ei as an edge, and satisfy:
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– for every pair Caei , C
b
ei ∈ Xi, (N (ei) ∩ Caei) ∩ (N (ei) ∩

Cbei) = ∅.

– for every Cei ∈ Xi, there does not exist a cycle C of G
such that ei ∈ C, (N (ei) ∩ Cei) ∩ (N (ei) ∩ C) ̸= ∅, and
|E(C)| < |E(Cei)|,

and where Pi := {ek | ek /∈ Cei , Cei ∈ Xi} is the set of
the edges that do not belong to any cycle in Xi. Then, we
call this decomposition a complete decomposition of G with
respect to the edge ei ∈ E.

Next, we elucidate the complete decomposition with the
following example.

Example 4.7. Consider two leaderless graphs as shown
in Figure.4. In the left figure, the complete decomposi-
tion with respect to the edge e1 is G := ∪Ce1∈X1Ce1 ∪ P1,
where the cycle set X1 includes only the cycle on the
top, i.e., the cycle composed by the edges e1, e2, e3, and
P1 = {e4, e5, e6}. The complete decomposition with respect
to the edge e3 is G := ∪Ce3∈X3Ce3 ∪ P3, where the cycle
set X3 includes the cycle composed by the edges e1, e2, e3
and the cycle composed by the edges e3, e4, e5, e6, and thus
P3 = ∅. In the right figure, the complete decomposition
with respect to the edge e4 is G := ∪Ce4∈X4

Ce4 ∪ P4, where
the cycle set X4 includes the cycle composed by the edges
e1, e4, e5 and the cycle composed by the edges e3, e4, e6;
P4 = {e2, e7} and thus N (e4) ∩ P4 = {e7}.

1

2 3

4 5

e1
e2

e3

e4

e5

e6

e1

e2

e3

e4

e5

e6

e7

1

3

4

2

5

Figure 4: Complete decomposition examples.

The complete decomposition decomposes a large scale
graph into certain cycles along with the remaining edges
that do not belong to any cycle. We can then derive the
necessary condition for G based on the decomposed cycle
set Xi with respect to the edge ei ∈ E and the remain-
ing edges in Pi. The following theorem proposes a neces-
sary condition on general graphs with cycles, under which
we can design the leader controllers to achieve the target
formation without violating the prescribed performance
bounds.

Theorem 4.8. [108] Consider the leader-follower multi-
agent system (20) described by the graph G = (V, E). A
necessary condition on G under which we can design the
leaders using (48) to achieve the target formation F as
in (17) while satisfying (21) is that every leaderless graph
Gf = (Vf , Ef ), such that Gf ⊆ G, should satisfy∑
Cei∈Xi

{min(|E(Cei)| − 4, 2)}+ |Ei| ≤ 2, ∀ei ∈ Ef . (52)

where Ei = {ek | ek ∈ N (ei) ∩Pi}, and Xi is the cycle set
obtained via the complete decomposition of Gf with respect
to ei as in Definition 5.

Based on Lemma 4.6 and Theorem 4.8, we proceed to
establish sufficient conditions on the graph topology appli-
cable to both tree graphs and general graphs with cycles.
It is essential to emphasize that the conditions outlined in
Lemma 4.6 and Theorem 4.8 are necessary but not suf-
ficient since we only check the induced subgraphs (as in
Definition 3) comprising only followers. The conditions
specified in Lemma 4.6 or Theorem 4.8 lack sufficiency
when considering the presence and impact of leader ver-
tices.

In the sequel, we take the choice of leader vertices into
account and focus on finding a sufficient condition on the
graph topology, which leads to a necessary and sufficient
condition. We first define the following follower-leader-
follower (FLF) path and maximum follower-end subgraph
as

Definition 6. (FLF path.) A path subgraph p =
(Vp, Ep) ∈ P of G = (V, E) as in Definition 4 with
vi, vj ∈ Vp as the two end nodes, is a FLF path of G if
VpF = {vi, vj}. P is the collection of all the FLF paths of
G. The neighborhood of the FLF path p ∈ P denoted as
N(p) is the set of edges that share the node vi or vj with p,
i.e., N(p) = {ek | vi ∈ v(ek) or vj ∈ v(ek), ek ∈ E \ Ep}.

Definition 7. (Maximum follower-end subgraph.) A
graph G⋆ = (V⋆, E⋆) is a maximum follower-end subgraph
of the graph G = (V, E), denoted as G⋆ ⪯ G if the following
conditions hold:

– G⋆ ⊆ G (as in Definition 3);

– every i ∈ V⋆L belongs to a FLF path of G⋆;

– there is no subgraph G′ = (V ′, E ′) of G such that every
i ∈ V ′

L belongs to a FLF path satisfying |V ′| > |V⋆|.

Definition 7 aims to generate an induced subgraph G⋆
of G that ignores the end leaders as they have the free-
dom to move while maximizing the inclusion of agents.
Since the collection of all FLF paths P traverses all the
edges ei ∈ E⋆LF ∪ E⋆LL, the subsequent discussion focuses
on the convergence results for FLF paths. When consid-
ering the maximum follower-end subgragh G⋆, we can also
completely decompose G⋆ with respect to a specific FLF
path pi ∈ P . The complete decomposition of a graph G in
relation to a particular FLF path pi is defined similarly to
Definition 5.

Definition 8. (Complete decomposition w.r.t. FLF path.)
A graph G = (V, E) is decomposed with respect to the FLF
path pi ∈ P as G := ∪Cpi∈YiCpi ∪ Qi, where Yi := {Cpi |
pi ⊆ Cpi} is the cycle set composed of all the cycles Cpi in
G that contain pi as per Definition 4 and satisfy:

– for every pair of Capi , C
b
pi ∈ Yi, (N(pi)∩Capi)∩ (N(pi)∩

Cbpi) = ∅.
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– for every Cpi ∈ Yi, there does not exist a cycle C of G
such that pi ⊆ C, (N(pi) ∩ Cpi) ∩ (N(pi) ∩ C) ̸= ∅, and
|E(C)| < |E(Cpi)|,

and where Qi := {ek | ek /∈ Cpi , Cpi ∈ Yi} is the set of
the edges that do not belong to any cycle in Yi. Then, we
call this decomposition a complete decomposition of G with
respect to the FLF path pi ∈ P .

We now establish the following theorem outlining the
necessary and sufficient graph topological conditions for
the leader-follower multi-agent system to attain the target
formation F as defined in (17) while satisfying the pre-
scribed performance bounds (21).

Theorem 4.9. [108] Consider the leader-follower multi-
agent system (20) described by the graph G = (V, E), and
let G⋆ ⪯ G. A necessary and sufficient condition on G un-
der which we can design the leaders using (48) to achieve
the target formation F as in (17) while satisfying (21) is
that:

– for any ei ∈ E⋆FF ,∑
Cei∈Xi

{min(|E(Cei)| − 4, 2)}+ |Ei| ≤ 2; (53)

– for any pi ∈ P ⋆, there either exists Cpi ∈ Yi such that
|E(Cpi)| < 2|E(pi)|, or∑

Cpi∈Yi

{min(|E(Cpi)| − 2|E(pi)| − 2, 2)}+ |Fi| ≤ 2,

(54)

where Ei = {ek | ek ∈ N (ei) ∩ Pi}, Xi is the cycle set
obtained via the complete decomposition of G⋆ with respect
to ei ∈ E⋆FF as in Definition 5, P ⋆ is the collection of all
FLF paths of G⋆, Fi = {ek | ek ∈ N(pi) ∩ Qi}, and Yi
is the cycle set obtained via the complete decomposition of
G⋆ with respect to pi ∈ P ⋆ as in Definition 8.

Theorem 4.9 presents a necessary and sufficient condi-
tion regarding the leader-follower graph topology, which
enables the design of only the leader controllers in such a
way that the entire system can be steered to achieve the
target formation within the transient constraints. More-
over, it presents a methodology to tackle leader selection
problems amidst transient constraints. Additionally, it of-
fers insights into studying the network’s resilience in terms
of agent failures and exploring network reconfigurations.

In the end, we present a simple example of multi-vehicle
platooning to provide more insights for the theoretical re-
sults discussed in Section 4. For a diverse range of simula-
tion scenarios involving various dynamics, topologies, and
leader selections, we direct readers to [102, 108].

Example 4.10. Multi-vehicle platooning: consider a
platoon of 9 vehicles as shown in Figure. 5 with VL =
{v3, v4, v7, v9}. All edges are subject to (21) with ρx̄i(t) =

20e−t + 0.1 and p̄desi = 30. The transient constraints un-
der consideration encapsulate two primary tasks: ensuring
collision avoidance with a minimum distance of 10 and
maintaining connectivity within a maximum distance of
50. Additionally, these constraints impose requirements
on transient behavior, particularly regarding convergence
rate and overshoot towards the target platoon formation.
We can observe that the conditions outlined in Theorem
4.9 are trivially met for multi-vehicle platooning, as each
vehicle has at most 2 neighboring vehicles. Simulation re-
sults obtained by implementing the PPC strategy (48) are
depicted in Figure 6. The top plot illustrates platoon evolu-
tions (dashed curves) within the reference frame of the end
vehicle (indexed by 9). The initial platoon is represented
in black, while the final platoon, achieving a distance of
30 between neighboring vehicles, is depicted in blue. It
can be verified that all trajectories of relative positions be-
tween neighboring vehicles evolve within the transient per-
formance bounds, as shown in the bottom plot.

1 2 3 4 5 6 7 8 9
e1 e2 e3 e4 e5 e6 e7 e8

Figure 5: Path graph for multi-vehicle platooning.
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Figure 6: Platoon displacements (top) and trajectories of relative
positions (bottom).

5. Cooperative control under spatiotemporal con-
straints

In the previous section, we have mainly focused on the
low-level transient control for the heterogeneous leader-
follower multi-agent systems, where the transient con-
straints are imposed on the whole team but the freedom
for control design is only assigned to the leaders. Further-
more, we explore the topological conditions within het-
erogeneous leader-follower networks such that the target
objective can be attained while adhering to the specified
transient constraints. In this section, we consider coop-
erative control and planning of heterogeneous multi-agent
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systems under spatiotemporal logic tasks. It is noteworthy
that the leader-follower multi-agent systems discussed in
the preceding section can be regarded as a subset within
the broader category of heterogeneous multi-agent sys-
tems. Such complex and high-level tasks are represented
by STL specifications, which characterize both time and
space constraints.

5.1. Funnel control for heterogeneous leader-follower sys-
tems under global STL specifications

In this subsection, we consider leader-follower multi-
agent systems subject to a global signal temporal logic
specification. Firstly, we present a control strategy based
on funnels designed for leader-follower multi-agent sys-
tems. This strategy aims to ensure the fulfillment of ba-
sic STL formulas by prescribing certain transient behavior
within the funnels, which impose constraints on the closed-
loop trajectories. Subsequently, a hybrid control strategy
is employed to ensure the fulfillment of the sequential STL
formulas. The discussion in this subsection relies on refer-
ence [109].

Let xF = [x1, . . . , xNf ]
T ∈ RnNf and xL =

[xNf+1, . . . , xN ]T ∈ RnNl represent the stacked state vec-
tors of all follower and leader agents, respective. Denote
x = [xTF , x

T
L]
T ∈ RnN . Let u = [uNf+1, . . . , uN ]T ∈ RnNl

be the control input vector. We consider the following
dynamics of the leader-follower multi-agent system:

Σ : ẋ = −(L⊗ In)x+ (B ⊗ In)u, (55)

where ⊗ represents Kronecker product for high dimension

and B =
[
0Nf×Nl
INl

]
.

We then consider a fragment of the STL introduced in
Subsection 3.3, which is defined as follows:

ψ := ⊤ | µ | ¬µ | ψ1 ∧ ψ2 (56a)

ϕ := F[a,b]ψ | G[a,b]ψ (56b)

ϕ′ :=

M∧
i=1

ϕi (56c)

where ψ in (56b) and ψ1, ψ2 in (56a) are non-temporal for-
mulas of class ψ as in (56a), and where ϕi, i ∈ {1, · · · ,M}
in (56c) are temporal formulas of class ϕ as in (56b) with
time intervals [ai, bi] satisfying bi ≤ ai+1,∀i ∈ {1, · · · ,M−
1}. The STL fragments as in (56b) and (56c) are suffi-
ciently expressive to address tasks such as formation con-
trol, collision avoidance, and connectivity maintenance.

The non-smooth robust semantics ϱϕ1∧ϕ2(x, t) can be re-
placed by a smooth approximation given by ϱϕ1∧ϕ2(x, t) ≈

− 1
η ln(

2∑
i=1

exp(−ηϱϕi(x, t))), where η > 0 determines the

accuracy of the approximation (more accurate with a
larger η). Regardless of the chosen value for η, this
smooth approximation is an under approximation. As
a result, we can infer that (x, t) |= ϕ1 ∧ ϕ2 as long as

− 1
η ln(

2∑
i=1

exp(−ηϱϕi(x, t))) > 0. The objective is then to

develop a control strategy only for the leaders, ensuring
that the heterogeneous leader-follower multi-agent system
described by (55) can achieve the specified task repre-
sented by a STL formula.

We begin by demonstrating the synthesis of a control
strategy u for temporal formulas ϕ as defined in (56b).
This synthesis utilizes prescribed performance control to
ensure that ϱϕ(x, 0) > 0, where x : [0,∞) → RnN is the
closed-loop solution of (55). PPC employs a funnel-based
approach to prescribe the transient behavior within a pre-
defined region, which can be elucidated as follows accord-
ing to our problem in hand:

−ρ(t) + ϱ⋆ < ϱψ(x, 0) < ϱ⋆. (57)

Here, ψ represents the corresponding non-temporal for-
mula within the F and G operators, as illustrated in (56b).
This, in conjunction with the temporal operators F and
G, constitutes the temporal formulas belonging to the
class ϕ. We aim to ensure ϱϕ(x, 0) > 0 by prescribing
a temporal behavior to the corresponding ϱψ(x, 0) by ap-
propriately designing the parameters ρ(t) and the posi-
tive scalar ϱ⋆. We define the performance function as
ρ(t) := (ρ0 − ρ∞)e−lt + ρ∞, where ρ0, ρ∞, l are positive
parameters, and ρ0 > ρ∞. This function introduces the
funnel to prescribe the behavior of ϱψ(x, 0). Our ob-
jective is to design ρ(t), ϱ⋆ such that the satisfaction of
(57) implies ϱϕ(x, 0) > 0. The selection of these pa-
rameters has been explained in detail in [96]. We fur-
ther define e(x) = ϱψ(x, 0)− ϱ⋆, and the modulated error

ē(x, t) = e(x)
ρ(t) with the associated prescribed performance

region D := {ē : ē ∈ (−1, 0)}. Then the modulated error
is transformed through a transformation function T , and
is defined as

ε(x, t) = T (ē(x, t)) = ln

(
−1 + ē(x, t)

ē(x, t)

)
. (58)

It can be verified that if the transformed error ε(x, t) re-
mains bounded, the satisfaction of (57) can be achieved.

We then derive a control strategy for the leader-follower
multi-agent system such that the prescribed behavior on
ϱψ(x, 0), as expressed in (57) can be achieved, which will
be utilized later for the more complex sequential STL for-
mulas. Prior to presenting the main results, we first state
the following assumption that is assumed in this subsec-
tion.

Assumption 2. The leaders have access to ∂ϱψ(x,0)
∂xL

,
which involves the knowledge of the robustness function
ϱψ(x, 0) and the corresponding agent states it comprises.

In addition ∂ϱψ(x,0)
∂xL

is a nonzero vector.

Next, we propose a control strategy to ensure that
ϱψ(x, 0) always remains within the funnel defined by (57).
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Theorem 5.1. [109] Consider the leader-follower multi-
agent system (55), given an STL formula ϕ as in (56b),
with the corresponding ψ satisfying Assumption 2. If the
initial condition ϱψ(x(0), 0) is within the funnel (57), then
the control strategy

u(x, t) = −ε(x, t)∂ϱ
ψ(x, 0)

∂xL
(59)

guarantees the satisfaction of (57) for all t ≥ 0, where
ε(x, t) is the transformed error defined as in (58).

Based on Theorem 5.1, we proceed to establish condi-
tions for the funnels. The aim is to ensure that meeting
(57) will result in the satisfaction of 0 < ϱϕ(x, 0) < ϱ⋆.
This is generally achieved by prescribing the transient be-
havior of the funnel. We first define the so-called crossing
time as

t⋆ =

{
a if ϕ = G[a,b]ψ;

a′ if ϕ = F[a,b]ψ,
(60)

where a′ ∈ [a, b]. The crossing time t⋆ characterizes the
moment when the funnel, defined by the function −ρ(t) +
ϱ⋆, passes through zero. When dealing with the “always”
operator ϕ = G[a,b]ψ, it is necessary that ϱϕ(x(t), 0) > 0
for all t ∈ [a, b]. This requirement leads us to set the cross-
ing time as t⋆ = a. As long as −ρ(t⋆) + ϱ⋆ = 0, it follows
that −ρ(t) + ϱ⋆ > 0,∀t ∈ (a, b], given that the function
−ρ(t) + ϱ⋆ is strictly increasing. Similarly, when consid-
ering the “eventually” operator ϕ = F[a,b]ψ, the condition
is relaxed to only require the existence of t ∈ [a, b] such
that ϱϕ(x, 0) > 0. Therefore, we set the crossing time as
t⋆ = a′ ∈ [a, b] for ϕ = F[a,b]ψ. Now, let us recall the

performance function ρ(t) := (ρ0 − ρ∞)e−lt + ρ∞. The
following theorem demonstrates how to select the parame-
ters ρ0, ρ∞, and l to guarantee that satisfying (57) ensures
(x, t) |= ϕ.

Theorem 5.2. [109] Consider the leader-follower multi-
agent system (55), given an STL formula ϕ as in (56b)
with the corresponding ψ satisfying Assumption 2. If the
initial condition ϱψ(x(0), 0) is within the funnel (57), and
it further holds that

– for t⋆ = 0, ρ0 ∈ (ϱ⋆ − ϱψ(x(0), 0), ϱ⋆]; ρ∞ ∈
(0,min(ρ0, ϱ

⋆)); l > 0; ϱ⋆ > ϱψ(x(0), 0).

– for t⋆ > 0, ρ0 ∈ (ϱ⋆ − ϱψ(x(0), 0),∞); ρ∞ ∈
(0,min(ρ0, ϱ

⋆)); l = − 1
t⋆

ln(ϱ
⋆−ρ∞
ρ0−ρ∞ ); ϱ⋆ > ϱψ(x(0), 0).

Then, the control strategy (59) guarantees that 0 <
ϱϕ(x, 0) < ϱ⋆ holds.

We then design a hybrid control strategy for the leader-
follower multi-agent system (55) to ensure satisfaction of
the sequential STL formula presented in (56c). The se-

quential STL formula ϕ′ :=
M∧
i=1

ϕi is composed of M

STL formulas of the form (56b). The control strategy

for these individual STL formulas has been discussed.
The time intervals [ai, bi] associated with the basic STL
formulas satisfy bi ≤ ai+1,∀i ∈ {1, · · · ,M − 1}. For
each basic STL formula ϕi, i ∈ {1, · · · ,M} expressed as
ϕi = G[ai,bi]ψi or ϕi = F[ai,bi]ψi, we denote its robust-

ness function as ϱϕi(x, 0), and the corresponding robust-
ness function ϱψi(x, 0) with respect to ψi. The design of
the funnel for each ϱψi(x, 0) is carried out as follows:

−ρi(t) + ϱ⋆i < ϱψi(x, 0) < ϱ⋆i , (61)

with ϱ⋆i being a positive scalar and ρi(t) := (ρ0,i −
ρ∞,i)e

−li(t−τi)+ρ∞,i, where τi are the switching moments
that will be defined afterwards. Next, We define ei(x) =

ϱψi(x, 0)−ϱ⋆i , the modulated error ēi(x, t) =
ei(x)
ρi(t)

, and the

transformed error εi(x, t) = Ti(ēi(x, t)) = ln
(
− 1+ēi(x,t)

ēi(x,t)

)
.

All these parameters are defined in a similar manner. Ad-
ditionally, for each ϕi, we define the crossing time as

t⋆,i =

{
ai if ϕi = G[ai,bi]ψi;

a′i if ϕi = F[ai,bi]ψi,
(62)

with a′i ∈ [ai, bi]. At any given moment, only one basic
STL formula ϕi is active. The transition from ϕi to ϕi+1,
where i ∈ 1, · · · ,M − 1, occurs once ϕi is satisfied. We
define the switching moments as τ1, · · · , τM , with τ1 = 0
and τi ≤ τi+1. Here, τi represents the moment when the
basic STL formula ϕi becomes active. For i ∈ 2, · · · ,M ,
we have that

τi =

{
bi−1 if ϕi−1 = G[ai−1,bi−1]ψi−1;

t⋆,i−1 if ϕi−1 = F[ai−1,bi−1]ψi−1.
(63)

Drawing upon Theorems 5.1 and 5.2, we present a hybrid
control strategy designed to fulfill sequential STL formulas
as in (56c).

Theorem 5.3. [109] Consider the leader-follower multi-
agent system (55), given a sequential STL formula ϕ′ as in
(56c) such that Assumption 2 holds for each ψi. Assume
that the following conditions hold for all i ∈ {1, · · · ,M}:

– for t⋆,i − τi = 0, ρ0,i ∈ (ϱ⋆i − ϱψi(x(τi), 0), ϱ
⋆
i ]; ρ∞,i ∈

(0,min(ρ0,i, ϱ
⋆
i )); li > 0; ϱ⋆i > ϱψi(x(τi), 0).

– for t⋆,i − τi > 0, ρ0,i ∈ (ϱ⋆i − ϱψi(x(τi), 0),∞);

ρ∞,i ∈ (0,min(ρ0,i, ϱ
⋆
i )); li = − 1

t⋆,i−τi ln(
ϱ⋆i−ρ∞,i

ρ0,i−ρ∞,i
);

ϱ⋆i > ϱψi(x(τi), 0).

Let i ∈ {1, · · · ,M − 1}, then the hybrid control strategy

u(x, t) =

{
−εi(x, t)∂ϱ

ψi (x,0)
∂xL

, t ∈ [τi, τi+1);

−εM (x, t)∂ϱ
ψM (x,0)
∂xL

, t ∈ [τM , bM ].
(64)

guarantees that 0 < ϱϕi(x, 0) < ϱ⋆i holds for all t ∈
[τi, τi+1], i ∈ {1, · · · ,M − 1} and for all t ∈ [τM , bM ], thus
(x, t) |= ϕ′.

15



5.2. Control of coupled leader-follower subsystems under
local STL specifications

In this subsection, we address the challenge of cooper-
ative control in heterogeneous leader-follower multi-agent
systems with local STL specifications in a distributed fash-
ion. The entire system is comprised by multiple leader-
follower subsystems with coupled dynamics. Only the
leaders have knowledge of the relevant STL specifications
and are tasked with guiding the followers to ensure global
satisfaction of these specifications. Under the assump-
tion of local feasibility, we introduce a funnel-based control
methodology for each leader-follower subsystem such that
the local STL specifications are achieved, which further
implies the global satisfaction of all STL specifications.
The discussion in this subsection relies on reference [110].

We consider M leader-follower multi-agent subsys-
tems Si under undirected communication graphs Gi =
(Vi, Ei), i ∈ I = {1, . . . ,M} with the cardinality of Vi
as |Vi| = ni and

∑
i∈I ni = N . Then, the respective

vertices sets are indexed as Vi =
{
(
∑i
j=1 nj)− ni + 1,

. . . ,
∑i
j=1 nj

}
. The edge sets are Ei = {(a, b) ∈ Vi × Vi |

b ∈ Na ⊂ Vi} where Na ⊂ Vi denotes the neighbor of
agent a in set Vi such that agent b ∈ Na can communi-
cate with a. Suppose that for each subsystem we have nLi
leader agents and nFi follower agents with the respective

vertices set as VLi =
{
(
∑i
j=1 nj)− nLi + 1, . . . ,

∑i
j=1 nj

}
and VFi = Vi \ VLi where it holds that ni = nLi + nFi . The
indexing of agents is performed without loss of generality.

Assuming that the overall leader-follower multi-agent
system S is a composite of the aforementioned leader-
follower subsystems under the connected and undirected
graph G = (V, E) with V = ∪i∈IVi and E = ∪i∈IEi ∪ Ec.
Here, Ec = {(a, b) ∈ Vi×Vj | b ∈ Na ⊂ V, i ̸= j} represents
the edge set connecting distinct subsystems Si,Sj , i ̸= j.
The graph G is considered connected, implying that there
exists a path from any subsystem Si to any other subsys-
tem Sj . We can further define the respective leader and
follower agents sets of G as VL = ∪i∈IVLi , VF = ∪i∈IVFi
and V = VL ∪ VF . Now the neighbor of agent a in set V
is defined as Na = {b ∈ V | (a, b) ∈ E}.
Let xk ∈ Rn be the state of agent k ∈ V. The state

evolution of agent k is governed by the following dynamics:

ẋk =
∑
l∈Nk

(xl − xk) + bkuk, (65)

with bk = 1 if k ∈ VL, and bk = 0 if k ∈ VF . This implies
that only the leader controllers will be designed to ensure
the global satisfaction of all the STL tasks.

For each leader-follower subsystem Si, i ∈ I, we obtain
the dynamics of Si by stacking (65) for k ∈ Vi:

Si : ẋi = −(Li ⊗ In)xi + (Ci ⊗ In)x+ (Bi ⊗ In)ui, (66)

where xi ∈ Rnni is the stacked state of all xk, k ∈ Vi,
ui ∈ RnnLi is the input for Si by stacking uk, k ∈ VLi ,

x = [x1, . . . ,xM ]T ∈ RnN , Li ∈ Rni×ni is the graph
Laplacian [97] for Gi, Ci ∈ Rni×N represents the dynamic
couplings between Si and Sj indicated through Ec, j ∈

I \ {i}, and Bi =
[
0
nF
i

×nL
i

I
nL
i

]
. The overall dynamics of the

leader-follower multi-agent system S can be determined
similarly as follows:

S : ẋ = −(L⊗ In)x+ (B ⊗ In)u, (67)

with u = [u1, . . . ,uM ]T ∈ RnnL and nL =
∑M
i=1 n

L
i , L =

diag(L1, . . . , LM ) + [CT1 , . . . , C
T
M ]T is the graph Laplacian

of G, and B = diag(B1, . . . , BM ).
We then consider the following fragment of the STL

specifications:

ψ := ⊤ | µ | ¬µ | ψ1 ∧ ψ2 (68a)

ϕ := F[a,b]ψ | G[a,b]ψ | F[a,b]G[c,d]ψ (68b)

where ψ in (68b) and ψ1, ψ2 in (68a) are non-temporal
formulas of class ψ as in (68a), and where ϕ as in (68b) are
temporal formulas with [a, b], [c, d] as the time intervals.

Each subsystem Si is assigned with one local STL for-
mula ϕi, i ∈ I as in (68b), which can be further decom-
posed to nLi local STL formulas ϕki , i ∈ I, k ∈ VLi as in
(68b) corresponding to each leader of Si (if Si has multiple
leaders). The local STL formula ϕki is only known to the
leader k ∈ VLi in Si. The local satisfaction of ϕki depends
on only one leader, i.e., k and the neighboring agents of
leader k in Si, which is a subset of agents Vϕki in Si, i.e.,
Vϕki ∩ VLi = {k}, Vϕki ⊆ (Nk ∩ Vi ∪ {k}) ⊆ Vi. For each

leader k ∈ VLi of the subsystem Si which has multiple lead-
ers, we assume that there exists another leader j ∈ VLi of
the same subsystem such that Vϕki ∩ Vϕji ̸= ∅. This means

that for each subsystem Si, the local STL specifications
are coupled within Si. Otherwise, if ∀j ∈ VLi \ {k} for the
same subsystem such that Vϕki ∩ Vϕji = ∅, we can further

decompose the subsystem Si into a subsystem with agent
set Vϕki and a subsystem with agent set Vi\Vϕki . Therefore,
the subsystems are defined based on the task dependency,
i.e., ∀k ∈ VLi ,∃j ∈ VLi \ {k} such that Vϕki ∩ Vϕji ̸= ∅. Fur-
thermore, the local satisfaction of ϕi depends on a subset
of agents Vϕi in Si, i.e., Vϕi ⊆ Vi, and also depends on
the dynamic couplings with Sj , j ∈ I \ {i} which are indi-
cated by Ci as in (66). Next, we define the notion of local
feasibility as follows.

Definition 9. (Local satisfaction and local feasibility) The
closed-loop signal xi : [0,∞) → Rnni of Si as in (66) lo-
cally satisfies ϕi if and only if (xi, 0) |= ϕi. The formula ϕi
for Si is locally feasible if and only if ∃ui : [0,∞) → RnnLi
for (66) such that the closed-loop signal xi : [0,∞) → Rnni
locally satisfies ϕi.

If ∀i ∈ I, xi locally satisfies ϕi for all subsystems
Si, i ∈ I, we say that the signal x : [0,∞) → RnN
globally satisfies {ϕ1, . . . , ϕM}. The set of STL formulas
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{ϕ1, . . . , ϕM} is globally feasible if ∃u : [0,∞) → RnnL for
(67) such that the closed-loop signal x : [0,∞) → RnN
globally satisfies {ϕ1, . . . , ϕM}. The objective is to design
the local control strategy for each subsystems Si as in (66)
under the local feasibility assumption as indicated in As-
sumption 3 such that the closed-loop trajectory x of the
leader-follower multi-agent system (67) globally satisfies
the STL formulas {ϕ1, . . . , ϕM}.

Assumption 3. The local STL formula ϕi for each sub-
system Si, i ∈ I is locally feasible as per Definition 9.

Similar to the previous subsection, we can synthesize
a control strategy ui for the subsystem Si, i ∈ I as
in (66) ensuring the fulfillment of local STL formula ϕi
as in (68b). In cases where Si contains more than one
leader, we proceed by further decomposing ϕi to nLi lo-
cal STL formulas ϕki , k ∈ VLi for each leader accord-
ing to the task dependency. Consider the temporal for-
mula ϕi as defined in (68b), where the non-temporal for-
mula ψi is expressed as ψi = ψi,1 ∧ · · · ∧ ψi,q. Let
ϕki , k ∈ VLi consist only of the formulas ψi,j , j ∈ {1, . . . , q}
and Vψi,j ⊆ (Vϕi ∩ Nk ∪ {k}). Here, Vψi,j represents
the agents involved in ψi,j . If ϕki contains conjunc-
tions of the non-temporal formulas as in (68a), such as
ϕki := F[ai,bi]ψ

k
i and ψki := ψki,1 ∧ · · · ∧ ψki,n, the non-

smooth robust semantics ϱψ
k
i,1∧···∧ψki,n(x, t) can be replaced

by a smooth under-approximation ϱψ
k
i,1∧···∧ψki,n(x, t) ≈

− 1
η ln(

n∑
j=1

exp(−ηϱψ
k
i,j (x, t))). Subsequently, we employ

prescribed performance control to ensure the fulfillment of
temporal STL formulas by prescribing the transient behav-
ior of the non-temporal STL formulas within a predefined
region, as described below:

−ρki (t) + ϱki < ϱψ
k
i (xi, 0) < ϱki , i ∈ I, k ∈ VLi (69)

where ψki is the corresponding non-temporal formula inside
the F,G operators as in (68b). Similarly, we set ρki (t) :=

(ρki,0−ρki,∞)e−l
k
i t+ρki,∞ with funnel parameters ρki,0, ρ

k
i,∞, l

k
i

similar to those in (57). We then define the error term

eki (xi) = ϱψ
k
i (xi, 0)− ϱki and the modulated error as

ēki (xi, t) =
eki (xi)

ρki (t)
. (70)

Then, the transformed error is defined via the transforma-
tion function T ki as

εki (xi, t) = T ki (ē
k
i (xi, t)) := ln

(
−1 + ēki (xi, t)

ēki (xi, t)

)
. (71)

We can apply a similar control strategy based on funnels
for each leader-follower subsystem Si, i ∈ I such that the

prescribed behavior on ϱψ
k
i (xi, 0) described as (69) can be

achieved. Then, by selecting suitable funnel parameters,
we can further guarantee the transient behavior that is
characterized by the temporal formulas (68b).

The connection between the non-temporal formulas
(68a) and the temporal formulas (68b) is established
through the design of the funnel parameters. This design

ensures that satisfying (69) guarantees 0 < ϱϕ
k
i (xi, 0) <

ϱki . For each temporal STL formula ϕi for Si, i ∈ I in the
form of (68b), the crossing time is defined as

t⋆,i =


ai if ϕi = G[ai,bi]ψi;

a′i if ϕi = F[ai,bi]ψi,

a′′i if ϕi = F[ai,bi]G[ci,di]ψi

(72)

with a′i ∈ [ai, bi] and a
′′
i ∈ [ai+ci, bi+ci]. Note that for the

subsystem Si which has multiple leaders, the decomposed
STL formulas ϕki , k ∈ VLi will share the same time interval.

In this subsection, we make the following assumption,
which highlights the advanced capabilities of the leaders.

Assumption 4. Only the leaders k ∈ VLi of the leader-
follower subsystem Si know ϕki , i ∈ I. In addition
∂ϱψ

k
i (xi,0)
∂xk

, k ∈ VLi is a nonzero vector.

The following theorem ensures that ϱψ
k
i (xi, 0) remains

within the funnel (69) for all i ∈ I, k ∈ VLi . Moreover,
by appropriately selecting the funnel parameters ρki,0, ρ

k
i,∞

and lki , the satisfaction of (69) for all k ∈ VLi ensures that
(xi, t) |= ϕi.

Theorem 5.4. [110] Given a local STL formula ϕi as
in (68b) for each leader-follower subsystem Si, i ∈ I as in
(66) with the decomposed local STL formula ϕki for each
leader k ∈ VLi . Suppose that Assumptions 3 and 4 hold.

If the initial conditions ϱψ
k
i (xi(0), 0) are within the funnel

(69), and it further holds that

– for t⋆,i = 0, ρki,0 ∈ (ϱki − ϱψ
k
i (xi(0), 0), ϱ

k
i ]; ρ

k
i,∞ ∈

(0,min(ρki,0, ϱ
k
i )); l

k
i > 0; ϱki > ϱψ

k
i (xi(0), 0);

– for t⋆,i > 0, ρki,0 ∈ (ϱki − ϱψ
k
i (xi(0), 0),∞); ρki,∞ ∈

(0,min(ρki,0, ϱ
k
i )); lki = − 1

t⋆,i
ln(

ϱki−ρ
k
i,∞

ρki,0−ρki,∞
); ϱki >

ϱψ
k
i (xi(0), 0),

then the control strategy

uk(xi, t) = −εki (xi, t)
∂ϱψ

k
i (xi, 0)

∂xk
, i ∈ I, k ∈ VLi (73)

for each subsystem Si guarantees that the closed-loop tra-
jectory x : [0,∞) → RnN of (67) globally satisfies
{ϕ1, . . . , ϕM}, where εki (xi, t) is the transformed error de-
fined as in (71).

The advancements, in contrast to the previous subsec-
tion, involve the integration of coupled dynamics among
various subsystems and the inclusion of coupled local STL
tasks within each subsystem. Imagine a leader-follower
network that is divided into multiple leader-follower sub-
groups, with specific local tasks assigned to each subgroup.
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Coordinating these subtasks is crucial to accomplishing
the overall global STL task. This approach is relevant
in scenarios where a bottom-up approach is adopted, and
different subgroups have already been assigned individual
tasks independently, showcasing both a distributed and
scalable nature.

5.3. Control of multi-agent systems under STL specifica-
tions with an application to cooperative manipulation

In this subsection, we address the problem of cooper-
ative manipulation of an object whose tasks are defined
by an STL formula. This subsection is based on the dis-
cussions presented in [111]. We make use of the PPC
methodology, presented in Subsection 3.2, to enforce tran-
sient constraints as required by the STL formula. This is
achieved by defining time-varying funnels, ensuring that
as long as the states evolve within these funnels, the STL
tasks are met. The STL syntax we consider here is

ψ ::= ⊤ | µ | ¬µ (74a)

ϕ ::= ψ | G[a,b]ψ | F[a,b]ψ | ϕ1 ∧ ϕ2 | ϕ1 ∨ ϕ2 (74b)

where ψ,ψ1 and ψ2 are formulae of class ψ given in (74a),
ϕ1, ϕ2 are formulae of class ϕ given in (74b) and a, b ∈
R≥0 with a ≤ b. We express the STL syntax (74) in the
following way; let ϕ = ϕ1 ∨ ϕ2 ∨ · · · ∨ ϕR, where each ϕi is
a conjunction ϕi = ϕi,1 ∧ ϕi,2 ∧ · · · ∧ ϕi,Mi , and each ϕi,j
is of the form

ψ | G[a,b]ψ | F[a,b]ψ, (75)

for all j ∈ {1, . . . ,Mi}, i ∈ {1, . . . , R} for positive con-
stants Mi and R and where ψ is a formula of the form
(74a). Here, R represents the total disjunction components
and Mi represents the total conjunction components. We
approach the problem in a bottom-up fashion and first
consider a formula ϕi,j of the form (75). For each ϕi,j ,
i ∈ {1, . . . , R}, j ∈ {1, . . . ,Mi}, we opportunistically acti-
vate it only in the time interval [ai,j , bi,j ]. In this regard,
define the smooth switching functions βi,j(t) such that

βi,j(t) =


0, t < t⋆i,j − δ

1, t ∈ [t⋆i,j , bi,j ]

0, t > bi,j + δ,

(76)

where δ > 0 is the “rise and fall” time, and if there are no
temporal constraints we set βi,j(t) = 1. The smoothness
arises from the δ interval, which allows for a smooth tran-
sition between 0 and 1. The crossing times t⋆i,j ∈ R≥0 are
decided a priori as

t⋆i,j ∈

{
[ai,j ] if ϕi,j = G[ai,j ,bi,j ]ψ

[ai,j , bi,j ] if ϕi,j = F[ai,j ,bi,j ]ψ.

Next, by pi,j(xo, t) denote the predicate functions that cor-
respond to the predicates µi,j of the subformulae (75).

Next, along (10) we remap pi,j(xo, t) to C1 functions
hi,j(xo, t) such that

µi,j =

{
⊤, −γhi,j (t) < h̄i,j(xo, t) < γhi,j (t),

⊥, otherwise

which implies

pi,j(x(t), t) ≥ 0 ⇔ −γhi,j (t) < h̄i,j(xo(t), t) < γhi,j (t),
(77)

where

h̄i,j(x0, t) = βi,j(t)hi,j(x0, t). (78)

Here, γhi,j (t) are performance functions of the form
γhi,j (t) = (γ0hi,j − γ∞hi,j ) exp(−li,jt) + γ∞hi,j (see (2)) that

encapsulate state constraints, and βi,j in h̄i,j accommo-
dates the temporal constraints for the subformula of the
form G[ai,j ,bi,j ]ψi,j ,F[ai,j ,bi,j ]ψi,j ; by forcing hi,j(xo, t) to
evolve within the funnels prescribed by γhi,j (t), we intu-
itively enforce the satisfaction of the STL task. Apart
from achieving satisfaction of the predicates, the PPC for-
mulation allows for greater control over the rate of conver-
gence and robustness of hi,j(xo, t), since the latter are ex-
plicitly shaped by the user-defined performance functions
γhi,j (t). These functions also accommodate the temporal
constraints imposed by the operators G[ai,j ,bi,j ],F[ai,j ,bi,j ].

For example, let ϕi,j = G[0,5]

(
∥xo(t)∥ < ϵ

)
. Then,

pi,j(xo, t) = ϵ − ∥xo∥, hi,j(xo, t) = ∥xo∥, and we choose
γhi,j such that γhi,j (0) = ϵ, implying γhi,j (t) < ϵ, for all
t > 0. Note that, subformulae of the form G[ai,j ,bi,j ]ψ and
ψ must be satisfied initially, i.e., at t = ai,j and t = 0,
respectively. This is formalized in the next assumption:

Assumption 5. For every ϕi,j = ψ, it holds that
pi,j(xo(0), 0) ≥ 0, and for every ϕi,j = G[ai,j ,bi,j ]ψ, it holds
that pi,j(xo(ai,j), 0) ≥ 0, j ∈ {1, . . . ,Mi}, i ∈ {1, . . . , R}.

In our bottom-up approach, we have outlined methods
for encoding ϕi,j . Next, we will separately discuss the
treatment of conjunctions and disjunctions.

Conjunctions

Consider the formula ϕi = ϕi,1 ∧ ϕi,2 ∧ · · · ∧ ϕi,Mi
with

each ϕi,j following the form (75) where i ∈ {1, . . . , R}. Let
h̄i,j(xo, t) be the predicate function corresponding to each
ϕi,j , constructed as in (78). Define the vector h̄i(xo, t) =[
h̄i,1 · · · h̄i,Mi

]⊤
; where every h̄i,j , j ∈ {1, . . . ,Mi},

must satisfy (77) to guarantee satisfaction of ϕi.
The following example illustrates the construction of h̄i.

Example 5.5. Consider the STL formula ϕi =
G[0,5](∥xo − A∥p < 0.1) ∧ F[0,10](∥xo − B∥p <

0.1) ∧ G[10,20]

(
ϕo − π < π

12

)
∧ (∥xo − C∥p <

1)U[20,25](∥xo − C∥p < 0.05) where A,B and C
are some desired positions for xo. The formula ϕi
can be broken down into four subtasks, namely, 1)
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G[0,5](∥xo − A∥p < 0.1) which requires the object xo be-
tween 0s and 5s to match configuration A within a margin
of 0.1; 2) F[0,10](∥xo−B∥p < 0.1) which requires the object
xo between 0s and 10s to eventually match configuration

B within a margin of 0.1; 3) G[10,20]

(
ϕo − π < π

12

)
requires the object to assume a roll angle of π between
10s and 20s within a margin of π/6; and finally 4)
(∥xo − C∥p < 1)U[20,25](∥xo − C∥p < 0.05) requires the
object to assume configuration C with an accuracy of 1
until the object gets close enough to C within the margin
0.05 in the interval [20, 25]s. The function h̄i(xo, t) =
[h̄i,1(xo, t), h̄i,2(xo, t), h̄i,3(xo, t), h̄i,4(xo, t), h̄i,5(xo, t)]

⊤,
corresponding to ϕi, is of the form,

h̄i(xo, t) =


βi,1(t) hi,1(xo)
βi,2(t) hi,2(xo)
βi,3(t) hi,3(xo)
βi,4(t) hi,4(xo)
βi,5(t) hi,5(xo)

 =


βi,1(t) ∥xo −A∥p
βi,2(t) ∥xo −B∥p
βi,3(t) (ϕo − π)
βi,4(t) ∥xo − C∥p
βi,5(t) ∥xo − C∥p

 ,

where Mi = 5 and βi,j(t) are switching functions of the
form (76), j ∈ {1, . . . , 5}.

Disjunctions

Finally, we are prepared to address disjunctions of the
form ϕ = ϕ1∨ϕ2∨· · ·∨ϕR where each ϕi is a conjunction of
subformulas of the form (75), i ∈ {1, . . . , R}. Recall that
each ϕi corresponds to a predicate function hi(xo, t) ∈
RMi ;

Fulfilling any ϕi ensures the satisfaction of ϕ, there-
fore, we adopt a cost metric to initially pick a suit-
able ϕi. We introduce the cost function Ji(hi(xo, t0)),
which evaluates the robust fulfillment of STL subtask
ϕi, where t0 is the initial time step in subformulas
ϕi,j , i ∈ {1, . . . , R}, j ∈ {1, . . . ,Mi}. An example of Ji is

Ji(h(xo, t0)) =
1
Mi

∑
j∈{1,...,Mi}

∣∣∣hi,j(xo,t0)γi,j(t0)

∣∣∣. This formula

selects a ϕi that, on average, maintains the greatest dis-
tance from the funnel limits at t0. Subsequently, we pick
the subtask ϕℓ where ℓ = argmini Ji(hi(xo(t0), t0)) to be
satisfied. This is done by defining the variable

kℓ(t) =

{
1 if ℓ = argmini Ji(h(xo(t0), t0))

0 otherwise.

and finally selecting the predicate function for ϕ as h̃ =
[h̃⊤1 , . . . , h̃

⊤
R]

⊤, with

h̃(xo, t) = K̄(t)
[
h̄1(xo, t) · · · h̄R(xo, t)

]⊤
where K̄(t) = blckdiag{[kiIMi

]i∈{1,...,R}} is a block diago-
nal matrix.

An example of such a strategy is shown below.

Example 5.6. Consider the STL formula, ϕ =[
G[0,5](∥xo − A∥p < 0.5) ∧ F[5,10](∥xo − B∥p < 0.1)

]
∨

[
F[5,15](∥xo −C∥p < 0.05)

]
where A,B and C are the de-

sired attainable positions for xo. The predicate function
corresponding to ϕ is

h̃(xo, t) =


k1(t) 0 0

0 k1(t) 0

0 0 k2(t)



β1(t) ∥xo −A∥p
β2(t) ∥xo −B∥p
β3(t) ∥xo − C∥p


(79)

Along the lines of Subsection 3.2, we present the decen-
tralized control design that guarantees compliance with
the funnel presented above and consequently, satisfaction
of the STL task. Before proceeding, we impose the follow-
ing required assumptions.

Assumption 6. The object’s pose does not result in a

singular Jor (xo(t)), i.e. θo(t) ∈
(
− π

2 ,
π
2

)
, for all t ≥ 0.

Assumption 7. The function h̃(xo, t) satisfies the follow-
ing properties:

– h̃(xo, t) is cont. differentiable in M×R≥0 and h̃, ∂h̃
∂xo

,

and ∂h̃
∂t are uniformly bounded in t for all xo ∈ M.

– For every c1 > 0, there exists a c2 > 0 such that
{xo ∈ M : ∥h̃(xo, t)∥ ≤ c1} ⊂ {xo ∈ M : ∥xo∥ ≤ c2}.

Assumption 6 is required [100] for the controllability of
the object’s pose (see (14a)). Assumption 7 provides sim-

ple differentiability and boundedness conditions for h̃ and
that boundedness of h̃(xo, t) implies the boundedness of
xo.
Next, let ℓ be the index of the chosen subformulae to

be satisfied in the disjunction operator, i.e., kℓ = 1 and
ki = 0, for all i ∈ {1, . . . , R}\{ℓ}. Then, the sub task to

be satisfied is given by the function h̃ℓ(xo, t) = h̄ℓ(xo, t) =
[h̄ℓ,1, . . . , h̄ℓ,Mℓ

]⊤. We provide now the control design.
Step I-a.
Choose the performance functions γh(t) =

diag{γhℓ,1 , γhℓ,2 , . . . , γhℓ,Mℓ } and γhℓ,j (t) = (γ0hℓ,j −
γ∞hℓ,j ) exp(−lℓ,jt) + γ∞hℓ,j , with γ0hℓ,j > h̄ℓ,j(xo(0), 0);
lℓ,j ∈ R>0 and γ∞hℓ,j are chosen such that, when

−γhℓ,j (t) < h̄ℓ,j(xo, t) < γhℓ,j (t) holds, the task is satis-
fied, for j ∈ {1, 2, . . . ,Mℓ}. In the special case that ϕℓ,j
has the form ∥xo − A∥ < z, for some xo ∈ M, z > 0, we
set γ∞hℓ,j = z.

Step I-b. Define the normalised errors ξh ∈ RL by

ξh = [ξhℓ,1 , . . . , ξhℓ,Mℓ ]
⊤ = γ−1

h (t)h̄ℓ(xo, t) (80)

and design the reference velocity vr as

vr(ξh, t) = −gsJor (xo)
∂h̄ℓ
∂xo

⊤

γ−1
h (t)rh(ξh)εh(ξh) (81)

where gs is a positive constant and the signals εh :
(−1, 1)Mℓ → RMℓ and rh : (−1, 1)Mℓ → RMℓ×Mℓ
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are εh(ξh) = [εhℓ,1(ξhℓ,1), . . . , εhℓ,Mℓ (ξhℓ,Mℓ )]
⊤, rh(ξh) =

diag{[rhℓ,j (ξhℓ,j )]j∈{1,...,Mℓ}}, with

εhℓ,j = ln
(1 + ξhℓ,j
1− ξhℓ,j

)
, rhℓ,j =

2

1− ξ2hℓ,j
, j ∈ {1, . . . ,Mℓ}.

Step II-a. Define the velocity error ev ∈ R6 as,

ev = [ev1 , . . . , ev6 ]
⊤ = vo − vr(ξh, t), (82)

and velocity performance functions γv(t) =
diag{γv1 , γv2 , . . . , γv6} where γvn(t) = (γ0vn −
γ∞vi ) exp(−lvnt) + γ∞

vn
, with parameters γ0vn > |evn(t0)|,

γ∞vi ∈ (0, γ0vn) and lvn > 0, ∀n ∈ {1, . . . , 6}.
Step II-b. Define the normalised velocity errors ξv ∈

R6:
ξv = [ξv1 , . . . , ξv6 ]

⊤ = γ−1
v (t)ev, (83)

where γv = diag{[γvm ]m∈{1,...,6}}, and design the decen-
tralized control law as

u(ξh, ξv, t) =

u1(ξh, ξv, t)...
uN (ξh, ξv, t)

 = −CgG⋆(q)γ−1
v (t)rv(ξv)εv(ξv)

(84)
where G⋆(q) = [J−1

o1 (q1), . . . , J
−1
oN (qN )] ∈ R6N×6,

Cg = gvdiag{[ciI6]i∈N } ∈ R6N×6N and the sig-
nals εv : (−1, 1)6 → R6 and rv : (−1, 1)6 →
R6×6 are εv(ξv) = [εv1(ξv1), . . . , εv6(ξv6)]

⊤, rv(ξv) =
diag{[rvn(ξvn)]n∈{1,...,6}}, with

εvn = ln
(1 + ξvn
1− ξvn

)
, rvn =

2

1− ξ2vn
, n ∈ {1, . . . , 6}.

The control protocol guarantees the normalized errors
ξhℓ,j , ξvi to remain strictly within (−1, 1), which is equiv-
alent to guaranteeing the boundedness of the transformed
signals εhℓ,j , εvi , respectively. The correctness of the pro-
posed control scheme is stated in the following theorem.

Theorem 5.7. [111] Consider N agents rigidly grasp-
ing an object with coupled dynamics (15) subject to
an STL formula ϕ of the form (74). Assume that

λmin

(
∂h̄ℓ
∂xo

∂h̄ℓ
∂xo

⊤)
≥ κ > 0, for all t ≥ 0. Then the de-

centralized control (84) guarantees |h̄ℓ,j(xo(t), t)| < γℓ,j(t),
for all t ≥ 0, and the boundedness of all closed loop signals.

6. Conclusion and discussion

6.1. Conclusion

This paper presented cooperative control and task plan-
ning for heterogeneous multi-agent systems under both
spatial and temporal constraints. It specifically focuses
on a category of heterogeneous leader-follower multi-agent
systems as well. Addressing the challenge of distributed
control and task planning for such systems within spa-
tiotemporal constraints is unsatisfactorily resolved thus

far. This is primarily due to the limitations of current
control synthesis approaches based on formal methods,
which tend to be either centralized or homogeneous. These
approaches are inadequate for accommodating the het-
erogeneous leader-follower multi-agent systems required
in our framework, where different agent capabilities are
taken into account. Moreover, the conventional handling
of spatiotemporal constraints using standard discrete log-
ics, such as Linear Temporal Logic (LTL), relies on discrete
approximations. This approach may be computationally
intractable and may not effectively address the spatiotem-
poral constraints inherent in the continuous dynamics and
couplings present in multi-agent systems.

In this article, we present an overview of our efforts to
propose a systematic approach to transient control for co-
operative objectives in heterogeneous leader-follower net-
works, demonstrating both a distributed and scalable na-
ture. Afterward, these transient controllers are employed
without relying on model checking procedures to han-
dle spatiotemporal logic specifications in a heterogeneous
leader-follower setup, highlighting their continuous nature
in both time and space.

6.2. Future directions

The investigation into distributed control of hetero-
geneous leader-follower multi-agent systems under spa-
tiotemporal constraints continues to pose numerous open
and highly challenging problems. This encompasses the
exploration of alternative transient approaches like con-
trol barrier functions and model predictive control. Ad-
ditionally, efforts are directed towards enhancing the ex-
pressivity of STL specifications, investigating the topolog-
ical conditions of heterogeneous leader-follower networks
to ensure the feasibility of spatiotemporal constraints, ad-
dressing leader selection problems in the presence of tran-
sient constraints, delving into the robustness of the leader-
follower networks in terms of agent failures, and exploring
network reconfigurations to effectively handle infeasibility
and failures.

Declaration of competing interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

References

[1] J. A. Fax, R. M. Murray, Information flow and cooperative
control of vehicle formations (2003).

[2] M. Gatti, P. Cavalin, S. B. Neto, C. Pinhanez, C. dos Santos,
D. Gribel, A. P. Appel, Large-scale multi-agent-based mod-
eling and simulation of microblogging-based online social net-
work, in: International Workshop on Multi-Agent Systems and
Agent-Based Simulation, Springer, 2013, pp. 17–33.

20



[3] V. Gorodetski, I. Kotenko, The multi-agent systems for com-
puter network security assurance: frameworks and case stud-
ies, in: Proceedings 2002 IEEE International Conference on
Artificial Intelligence Systems (ICAIS 2002), IEEE, 2002, pp.
297–302.

[4] B. Burmeister, A. Haddadi, G. Matylis, Application of multi-
agent systems in traffic and transportation, IEE Proceedings-
Software 144 (1) (1997) 51–60.

[5] R. Olfati-Saber, J. A. Fax, R. M. Murray, Consensus and coop-
eration in networked multi-agent systems, Proceedings of the
IEEE 95 (1) (2007) 215–233.

[6] T. Balch, R. C. Arkin, Behavior-based formation control for
multirobot teams, IEEE transactions on robotics and automa-
tion 14 (6) (1998) 926–939.

[7] R. Olfati-Saber, Flocking for multi-agent dynamic systems:
Algorithms and theory, IEEE Transactions on automatic con-
trol 51 (3) (2006) 401–420.

[8] J. Cortes, S. Martinez, T. Karatas, F. Bullo, Coverage control
for mobile sensing networks, IEEE Transactions on robotics
and Automation 20 (2) (2004) 243–255.

[9] L. Macellari, Y. Karayiannidis, D. V. Dimarogonas, Multi-
agent second order average consensus with prescribed transient
behavior, IEEE Transactions on Automatic Control 62 (10)
(2017) 5282–5288.

[10] S.-L. Dai, S. He, H. Lin, C. Wang, Platoon formation control
with prescribed performance guarantees for usvs, IEEE Trans-
actions on Industrial Electronics 65 (5) (2017) 4237–4246.

[11] C. Baier, J.-P. Katoen, Principles of model checking, MIT
press, 2008.

[12] C. Belta, B. Yordanov, E. A. Gol, Formal Methods for
Discrete-Time Dynamical Systems, Vol. 89, Springer, 2017.

[13] H. Kress-Gazit, G. E. Fainekos, G. J. Pappas, Temporal-logic-
based reactive mission and motion planning, IEEE transac-
tions on robotics 25 (6) (2009) 1370–1381.

[14] O. Maler, D. Nickovic, Monitoring temporal properties of con-
tinuous signals, in: Formal Techniques, Modelling and Analy-
sis of Timed and Fault-Tolerant Systems, Springer, 2004, pp.
152–166.

[15] C. P. Bechlioulis, G. A. Rovithakis, Robust adaptive control of
feedback linearizable mimo nonlinear systems with prescribed
performance, IEEE Transactions on Automatic Control 53 (9)
(2008) 2090–2099.

[16] Z. Li, Z. Duan, L. Huang, Leader-follower consensus of multi-
agent systems, in: 2009 American control conference, IEEE,
2009, pp. 3256–3261.

[17] W. Cao, J. Zhang, W. Ren, Leader–follower consensus of lin-
ear multi-agent systems with unknown external disturbances,
Systems & Control Letters 82 (2015) 64–70.

[18] J. Hu, G. Feng, Distributed tracking control of leader–follower
multi-agent systems under noisy measurement, Automatica
46 (8) (2010) 1382–1387.

[19] Y. Hong, X. Wang, Z.-P. Jiang, Distributed output regulation
of leader–follower multi-agent systems, International Journal
of Robust and Nonlinear Control 23 (1) (2013) 48–66.

[20] G. Notarstefano, M. Egerstedt, M. Haque, Containment
in leader–follower networks with switching communication
topologies, Automatica 47 (5) (2011) 1035–1040.

[21] M. Ji, A. Muhammad, M. Egerstedt, Leader-based multi-agent
coordination: Controllability and optimal control, in: Ameri-
can Control Conference, 2006, IEEE, 2006, pp. 6–pp.

[22] M. Pirani, E. M. Shahrivar, B. Fidan, S. Sundaram, Robust-
ness of leader–follower networked dynamical systems, IEEE
Transactions on Control of Network Systems 5 (4) (2017) 1752–
1763.

[23] H. G. Tanner, On the controllability of nearest neighbor inter-
connections, in: 43rd IEEE Conference on Decision and Con-
trol (CDC), 2004, Vol. 3, IEEE, 2004, pp. 2467–2472.

[24] M. Egerstedt, S. Martini, M. Cao, K. Camlibel, A. Bicchi, In-
teracting with networks: How does structure relate to control-
lability in single-leader, consensus networks?, IEEE Control
Systems 32 (4) (2012) 66–73.

[25] A. Rahmani, M. Ji, M. Mesbahi, M. Egerstedt, Controllabil-
ity of multi-agent systems from a graph-theoretic perspective,
SIAM Journal on Control and Optimization 48 (1) (2009) 162–
186.

[26] D. Goldin, J. Raisch, Controllability of second order leader-
follower systems, in: 2nd IFAC Workshop on Distributed Es-
timation and Control in Networked Systems 2010-NecSys 10,
2010, pp. 233–238.

[27] C. Sun, G. Hu, L. Xie, Controllability of multiagent networks
with antagonistic interactions, IEEE Transactions on Auto-
matic Control 62 (10) (2017) 5457–5462.
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[32] A. Y. Yazicioğlu, M. Egerstedt, Leader selection and net-
work assembly for controllability of leader-follower networks,
in: American Control Conference (ACC), 2013, IEEE, 2013,
pp. 3802–3807.

[33] K. Fitch, N. E. Leonard, Optimal leader selection for control-
lability and robustness in multi-agent networks, in: 2016 Euro-
pean Control Conference (ECC), IEEE, 2016, pp. 1550–1555.

[34] S. Patterson, B. Bamieh, Leader selection for optimal network
coherence, in: 49th IEEE Conference on Decision and Control
(CDC), IEEE, 2010, pp. 2692–2697.

[35] S. Patterson, N. McGlohon, K. Dyagilev, Optimal k-leader se-
lection for coherence and convergence rate in one-dimensional
networks, IEEE Transactions on Control of Network Systems
4 (3) (2016) 523–532.

[36] M. Fardad, F. Lin, M. R. Jovanović, Algorithms for leader
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[64] T. Berger, D. Dennstädt, Funnel mpc with feasibility con-

straints for nonlinear systems with arbitrary relative degree,
IEEE Control Systems Letters 6 (2022) 2804–2809.

[65] T. Berger, T. Reis, Zero dynamics and funnel control for linear
electrical circuits, Journal of the Franklin Institute 351 (11)
(2014) 5099–5132.

[66] T. Berger, A.-L. Rauert, Funnel cruise control, Automatica
119 (2020) 109061.

[67] C. Baier, J.-P. Katoen, Principles of Model Checking, MIT
press, 2008.

[68] O. Maler, D. Nickovic, Monitoring temporal properties of con-
tinuous signals, in: Formal Techniques, Modelling and Analy-
sis of Timed and Fault-Tolerant Systems, Springer, 2004, pp.
152–166.

[69] C. Madsen, P. Vaidyanathan, S. Sadraddini, C.-I. Vasile, N. A.
DeLateur, R. Weiss, D. Densmore, C. Belta, Metrics for signal
temporal logic formulae, in: 2018 IEEE Conference on Decision
and Control (CDC), IEEE, 2018, pp. 1542–1547.

[70] N. Mehdipour, C.-I. Vasile, C. Belta, Specifying user prefer-
ences using weighted signal temporal logic, IEEE Control Sys-
tems Letters 5 (6) (2020) 2006–2011.

[71] N. Mehdipour, C.-I. Vasile, C. Belta, Average-based robustness
for continuous-time signal temporal logic, in: 2019 IEEE 58th
Conference on Decision and Control (CDC), IEEE, 2019, pp.
5312–5317.

[72] N. Mehdipour, C.-I. Vasile, C. Belta, Arithmetic-geometric
mean robustness for control from signal temporal logic specifi-
cations, in: 2019 American Control Conference (ACC), IEEE,
2019, pp. 1690–1695.

[73] Y. Gilpin, V. Kurtz, H. Lin, A smooth robustness measure
of signal temporal logic for symbolic control, IEEE Control
Systems Letters 5 (1) (2020) 241–246.

[74] I. Haghighi, N. Mehdipour, E. Bartocci, C. Belta, Control from
signal temporal logic specifications with smooth cumulative
quantitative semantics, in: 2019 IEEE 58th Conference on De-
cision and Control (CDC), IEEE, 2019, pp. 4361–4366.

[75] G. Yang, C. Belta, R. Tron, Continuous-time signal temporal
logic planning with control barrier functions, in: 2020 Ameri-
can Control Conference (ACC), 2020, pp. 4612–4618.

[76] L. Lindemann, D. V. Dimarogonas, Control barrier functions
for signal temporal logic tasks, IEEE control systems letters
3 (1) (2018) 96–101.

[77] L. Lindemann, D. V. Dimarogonas, Control barrier functions
for multi-agent systems under conflicting local signal temporal
logic tasks, IEEE Control Systems Letters 3 (3) (2019) 757–
762.

[78] M. Charitidou, D. V. Dimarogonas, Receding horizon con-
trol with online barrier function design under signal temporal
logic specifications, IEEE Transactions on Automatic Control
(2022).

[79] A. T. Buyukkocak, D. Aksaray, Y. Yazıcıoğlu, Control bar-
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